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Figure 1. Graphical abstract
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1 Introduction

Process mining is a method used to improve business operations by leveraging event
data from IT systems. These events are stored in event logs, which are used to identify
and anticipate performance and compliance issues. One of many techniques used to
improve performance and compliance is conformance checking. Conformance checking
requires a process model, which describes how a process should work. Incoming event
log data is used to monitor deviations from the expected process flow described by the
model. Traditionally, conformance checking is done offline. However, for businesses
that require near real-time feedback on the correctness of their processes, such as banks
or manufacturers, conformance checking can be done online (in near real-time). Only
recently has online conformance checking been more thoroughly researched, and only
some approaches have been explicitly designed for online conformance checking [1, 2].
A solution based on SQL was preferred in this thesis, as SQL-based systems often offer
better interoperability with various data sources and other SQL-based systems, reducing
the complexity and overhead associated with data integration and migration tasks. As
SQL is standardised, similar solutions can be used regardless of the underlying platform.

The standard way to monitor whether an event is conformant is by using align-
ments [3]. For streaming contexts, prefix alignments are used instead of complete
alignments, as we can not conclude that any given event completes the trace. Currently,
streaming conformance checking methods that produce alignments as output are not
written using SQL; instead, they are written in Python or Java [4, 5, 6].

The objective of this thesis was to to investigate possible solutions for a streaming
data conformance pipeline using SQL-based solutions. Kafka with ksqIlDB and Spark
Structured Streaming, both data platforms specifically designed for streaming. As every
incoming event must be able to reference the already existing prefix alignments, a stateful
solution is required. Spark supports handling states in Scala and Java. However, more
challenging queries in SQL involving states have yet to be explored. The solution is
inspired by an already existing state-of-the-art method, the IWS algorithm [4], but has
been restructured to be implemented on a streaming platform that is scalable, fault-
tolerant, and widely used in the industry.

The process model is created using a Python script, after which it is converted to an
SQL table with additional transformations, imitating a trie (prefix tree) structure. The
event data can be streamed from an existing log or other streaming connectors and used
in a streaming query to calculate its fit in the model based on the prefix alignments. This
thesis investigates the possible solutions to stateful processing of events using Spark
Structured Streaming and Spark SQL, in addition with Kafka and ksqlDB. The potential
shortcomings of handling sequential processing using these solutions are discussed.

The thesis will outline the key concepts in process mining and conformance checking
in section 2 and provide a background on Apache Spark and other tools used in section 3.
In section 4, the problem is explained in detail, and the shortcomings of using Spark to
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solve this issue are discussed. The different approaches developed and implementations
will be presented and discussed in section 5, and in section 6, the evaluation of these
methods and further additions are reported. Section 7 concludes the thesis, providing an
overview of the problem, limitations and solutions.

The typing assistant Grammarly [7] was used in this thesis to improve formatting.



2 Background

The Cambridge Dictionary [8] describes a process as a series of actions to achieve a
result. Businesses are built on a collection of interconnected processes with distinct
objectives. Structures have been established to enhance the effectiveness of the processes,
improving management and business decisions. These decisions include optimising cost,
discovering system bottlenecks, and understanding common user actions. As a business
grows, so does the complexity of its business processes. Thus, it is only logical that
these processes are improved, optimised and automated to make better business decisions
based on data recorded about these processes. Not only has process mining helped with
lowering business costs, but it can also help companies be more sustainable to reduce
energy consumption [9].

2.1 Process mining

The theory of process mining described in the thesis is predominantly based on the
research of Wil van der Aalst since the late 1990s. Van der Aalst, the pioneer of
contemporary process mining, has significantly influenced this field [10]. Over the
past decade, technological advancements have facilitated the adoption and continuous
refinement of process mining methodologies. Process mining [11] is somewhere between
data science and process modelling. It is generally centred around analysing logs
containing unique identifying information about events. Process mining primarily targets
processes characterised by frequently occurring activities collected in event logs. The
regular occurrence of these events enables the development of process models that reflect
historical patterns and behaviours. Process mining is used to discover how processes work
and give factual feedback on business processes. Other business analysis methods focus
excessively on data analysis or visualisation without considering the actual processes
in an organisation. Processes are investigated in detail using process models, which
describe how events or user actions depend on each other [10].

Process mining is divided into three core areas: process discovery, conformance
checking and process enhancement [11]. The scope of the thesis is confined to confor-
mance checking; thus, the other areas of process mining will not be explored.

2.2 Process model

The following subsection is referenced from the chapter in the textbook [12] by Alejandro
Vaisman.

A process model is defined as a formalised view of a business process, represented
through a series of connected activities, either parallel or sequential, aimed at achieving
a specific goal. In other words, process models describe common process patterns, often
represented graphically to be easier to comprehend. Process models can be visually



depicted in many ways; however, the Petri net is the most commonly used depiction
in process mining workbooks. Petri nets are used because they are standardised and
formalised and allow concurrency and loops. A Petri net consists of places, transitions
and directed arcs; places represent states, transitions represent events, and arcs denote
the flow between places and transitions. Petri net transitions can be labelled and can bear
the same label. Some transitions are not observable; they are called silent or invisible.

A subclass of Petri nets, known as WorkFlow nets (Figure 3), are often used in
business process modelling [11].Workflow nets are labelled Petri nets with a dedicated
process start (source) and end place (sink). All nodes are on a path from the source to
the sink. A sequence of labelled transitions can be observed when the net is enacted. The
sequence of executed transitions is called an execution sequence. The sequence starts
from the source and ends at the sink.

Wait for
Replenishment

d

Create
Order

Check
a Supply e
Pack
C HQ/O"der

Apply
Discount

Figure 3. Running example: process model [4]

Workflow nets can model cyclical activities. However, in this thesis, the trie structure
representing the model is created based on a finite proxy log (Table 1, which mimicks
the proxy behaviour of a model and confines the number of loops to a fixed number.

For this thesis, the process model is sampled from a proxy log but can also be created
using process mining.

2.3 Eventlog and stream

Within the scope of process mining, an event log is a compilation of time-stamped
event records created during the operation of a business process. As these logs are what
business process models are built upon, the logs must be of high quality. Missing entries,



Table 1. Running example: proxy log.

Case id Trace

1 <a, b, ¢, d, b, e>
2 <a, b, c, e>

3 <a, b, c, e>

4 <a, b, d, b, e>
5 <a, b, d, c, b, e>
6 <a, b, e>

7 <a, ¢, b, d, b, e>
8 <a, ¢, b, e

duplicates or faulty timestamps can lead to an unstructured model, which does not reflect
users’ actual behaviour in the business process [13].

Process mining algorithms operate on an event log, a collection of sequentially
recorded events relating to a particular business process instance, also known as a
case [14]. Per every case, a trace of a sequence of events is recorded. However, events
with the same activity can occur multiple times per trace. In order to distinguish these
events, additional metadata, such as the timestamp, is also recorded. The complete set of
all traces in the event log represents the entire or partial history of the business process.

An event stream relies on the structure of an event log, as every event must be
identifiable and have a timestamp, as well as an activity name or label as seen in Figure
4. However, an event stream can have an infinite sequence of events [15]. Events in
event streams are ordered and can be ordered in multiple ways. For this thesis, they are
ordered based on their timestamp. Solutions based on event streams are usually built so
that every incoming event is processed in near-real time instead of collecting the streams
into large files to be processed together.

2.4 Conformance checking

The following subsection is based on the works by W. van der Aalst and J. Carmona and
S. van Zelstet al [11, 16, 5]. With the shift towards online transactions, particularly in the
past few years, the need for validation that business processes are completed accurately
has increased. Large and small firms risk losing significant clients or revenue due to
transactional errors or non-compliance due to system glitches. Primarily, these deviations
are identified by strict rules before anything happens, yet there remains a possibility of
human error or edge cases. Organisations implement protective measures for business-
critical transactions. A bank with many transactions or a hospital with hazardous medical
procedures involving radiation will have safeguards based on regulations. With the help
of conformance checking, it is possible to validate that these safeguards are followed.
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Figure 4. Event stream

Conformance checking finds discrepancies between the expected and actual behaviour
of a process by evaluating whether the actual execution of a process aligns with the
predefined model (observed vs modelled behaviour). Conformance checking can be
used to detect and explain deviations, but also measure the fitness using a cost function.
Conformance checking is used to manage the extensive nature of logs, which exceeds
the capacity of human monitoring.

The interpretation on what counts as non-conformance is up to the business. There
are two ways to describe a model: descriptive and normative. If the model is intended to
be descriptive, then discrepancies between the model and logs reflect that the model must
be improved in order to capture the reality more accurately. If the model is intended to
be normative, then there can be either undesirable or desirable deviations. Conformance
checking should take into account both deviations: whether the model needs improvement
or the business process truly has many deviations from the model.

There are various techniques for conformance checking, but the two most commonly
used are token-based replay and alignments [17]. Token-based alignment replays traces in
the event log against the model transitions. This is quite efficient, but valid paths through
the process model are not produced. Alignments on the other hand are more detailed
and give a better overview of what and at what moment went wrong. As alignments
are event-based, it is possible to pinpoint what events are causing non-conformance.
Alignments try to find the optimal path through the process model, which is as close
to the observed behaviour as possible. The thesis is centred around alignment-based
conformance checking, for which two inputs are required: a process model and an event
log.

Process mining is mainly done off-line, but some businesses might need to be notified
as soon as some non-conformant operation takes place, which is why streaming solutions
are becoming more researched.
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24.1 Alignnments

Most state-of-the-art approaches for conformance checking rely on the concept of align-
ments of the event log and process model [18]. An alignment denoted by ~ directly
connects an observed trace o in the event log to an execution sequence 7 of the model
most similar to 0. The next section is based on the article by J. Carmona et al [17].

An alignment is represented by a two-row matrix, where the first row consists of
activities in the trace and a special symbol >>>, which represents skips in the trace. The
second row describes the transitions in an execution sequence of the process model and a
special symbol , which represents skips in the execution sequence. A column with both
values being skip symbols (>>, >>) is illegal. For a complete alignment, the sequence
of activities ignoring skips yields the trace, and the sequence of transitions yields the
complete run of the net. Each event in the trace and transition in the model, which creates
a column in the matrix, is paired as a tuple (e;, a;) and called a move of the alignment.
The thesis considers three types of moves:

Synchronous move: The activity of the trace e; and the model transition a; correspond
to each other, so a; = e;. This is the expected situation as the model corresponds to the
event activity, e; and a; #>>.

Model move: When the model expects an activity from the trace, however, there is
no related activity in the trace. This move represents a deviation between the trace and
event model, where we will execute a transition on the event model, but that transition is
not present in the trace, so that event is skipped. So e; =>> and a; #>>.

Log move: The counterpart of a model move, where the trace contains an activity
which should have not been executed based on the model. This describes an unnecessary
activity in the trace, meaning e; #>> and a; =>>.

Table 2. Example of a complete alignment

clalb| b |d|>]|c|b|>
mla|lb|>|d| b |c|b]| e

Model and log moves are referred to as asynchronous moves. Alignments are
constructed of these three moves. Alignments which have the least amount of log or
model moves are called optimal alignments. Optimal alignments are mostly preferred
as they align the events of a particular case to the closest matching path permitted by
the process model [18]. It is also possible to separate the deviations from the model
based on a cost function, assigning either the same or different costs to log and model
moves. The most common cost function assigns the cost of model and log moves as 1
and synchronous moves as 0. For this cost function, based on the example alignment in
Table 2, the cost is equal to the number of skip activities - 3.

In a streaming setting the alignment is computed based on the events that have
occurred at the point of examination and thus the complete alignment is not computed,
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as the algorithm can expect further events. The resulting alignment is called a prefix
alignment. In Table 3, the prefix alignment is separated from the complete alignment,
which illustrates an alignment in a streaming context, where it is possible that an event
with the activity e might still occur in the future and so it is not considered in the current
state of the alignment and is not seen as a move in the alignment.

Table 3. Example of a prefix alignment. The gray event e can still occur.

clal/b| b |d|>]|c|b|>
mla|b|>|d| b |c|b]| e

2.4.2 Trie

A trie [19] also known as a prefix tree is a particular type of tree, where all the children
of a node have a common prefix, illustrated in Figure 5. The basis of the thesis was to
create a similar solution to the already-existing algorithm I Will Survive, which stores
the model as a trie. For the thesis, the trie is generated from an existing event log, using
the same sample data described in the IWS article and stored in a database table. The
table containing the trie structure is referenced as the model table, as no actual process
model is created. If we consider our process model to be sequential with no infinite
looping, storing the model this way is rational, as it naturally aligns with the sequential
progression of events. The suitability of an event within the model is evaluated by
examining the compatibility between the existing prefix in the trie and the sequence
of incoming events. The trie is computed during pre-processing offline and remains
unaltered during the execution of the conformance checking stream.
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Figure 5. Running example: trie [4]

2.4.3 XES file format

Typical log storing formats are eXtensible Event Stream (XES) and Mining eXtensible
Markup Language MXML, both being XML files. Created in 2003, the MXML used to
be the standard of log storing [11]. However, using MXML has its limitations, as it is
not expandable and is restrictive in using new data types.The solution for this problem
was to create a tag-based format called XES [20]. XES has been the process mining
standard since 2010, when it was adopted by the IEEE Task Force on Process Mining
[21]. An XES file contains any number of log traces, each trace has any number of events
corresponding to a particular case. [11]

In the structure of an XES log, event data begins with a < log > tag, followed
by < trace > tags, indicating traces, which are identified by a unique case ID stored
in the concept:name attribute. Within each trace, individual events are captured be-
tween < event > tags. Events are primarily characterised by the concept:name and
time:timestamp attributes, specifying the event’s activity name and event time. Events
may also contain additional attributes, however the minimal attributes for constructing
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an event log include case ID, event activity name and timestamp.

3 Used tools

The final solution was implemented using Apache Spark: PySpark, Spark SQL and a
Python library called PM4PY - Process Mining for Python [22]. PM4PY was used to
read the XES log files into a Pandas DataFrame, then converted to the required structure
using Python. Additionally a solution based on Apache Kafka and ksql was tested as
well.

3.1 Apache Kafka and ksql

Kafka, a distributed system for stream processes, utilises the publish/subscribe model,
where the messages are stored and sorted in defined topics. In Kafka, producers send
messages to brokers distributed across a cluster’s multiple nodes. KsqlDB is a streaming
database designed to enable real-time data processing and analytics. The domain-specific
language used in ksqlDB is ksql. Streams can be created from existing Kafka topics or
streams using create stream as (CSAS) queries. Tables can be created from streams using
create table as queries (CTAS) [23].

3.2 Alignnments

The following chapter on Spark architecture is based on the Apache Spark documenta-
tion [24].

Apache Spark, developed at UC Berkeley’s AMP lab, is an open-source cluster-
computing framework that supports streaming and batch data processing. Spark is
preferred due to its in-memory cluster computing, where the disk is only interacted with
during data loading and the results are saved to memory. Different levels of caching
are supported, but Spark only uses the storage level of memory by default, which is the
storage of deserialised objects in memory. The hard drive is used if data does not fit into
the memory.

Apache Spark is a widely used framework due to its many positive features, such as
speed, usability, advanced analytics, multi-platform support, in-memory computing, and
near real-time stream processing. It is specifically designed for computational tasks that
involve reusing data across multiple parallel operations [25].

In Spark, the architecture is based on a master-worker system, where the driver
program functions as the master node and the executors operate as worker nodes as seen
in Figure 6. When a job is submitted to Apache Spark, the driver program initiates the
SparkContext, a class responsible for accessing Spark functionality, which coordinates all
activities within the cluster. Upon receiving an input file, executors start processing and
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Figure 6. Components of a spark cluster [26].

maintain an active status throughout the job, utilising multiple CPU threads to execute
tasks in parallel [27].

The basis of the in-memory computation are Resilient Distributed Datasets (RDDs)
and Directed Acyclic Graphs (DAGs). Any job submitted in Spark creates a DAG, which
divides the job into different stages. Each stage is made up of tasks determined by the
input data and RDD partitioning.

An RDD is immutable and forms a distributed collection of objects segmented into
logical partitions processed on different cluster nodes. RDDs are fault-tolerant, storing
data in multiple locations, and use lineage graphs. RDDs support parallel operations,
allowing simultaneous processing across multiple nodes, but are manipulated as a single
logical entity. Spark manages the distribution of computations to all partitions within the
RDD and oversees the necessary data redistributions or aggregations. RDDs support two
primary operations: transformations and actions. Transformations generate new datasets
from existing data, while actions compute results from datasets, returning values to the
driver program. In Spark the Core API manipulating RDDs directly is considered a low
level API and is less optimised. Therefore, queries are typically structured using high
level interfaces like DataFrames or Datasets that are built upon RDDs, but are much
more efficient [28].

Datasets are distributed collections of data, with additional information about data
structure and computations. The Dataset API is available in Scala and Java only.
DataFrames are Datasets organized into named columns, similar to relational database
tables. DataFrames are available in Python as well. When using the SQL API within
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another programming language, the results will be returned as a Dataset or DataFrame.

Spark is implemented in Scala, but supports high-level APIs in Java, Python and
R in addition to Scala. Spark has a module for structured data processing using SQL
called Spark SQL. Spark uses the same execution engine independent of API or language,
allowing developers to switch between APIs easily. The scope of this thesis was to
examine conformance checking streaming solutions using Spark SQL and the Pyspark
APL.

3.3 Spark SQL

Spark SQL is a module within Apache Spark designed for processing structured data
through an abstraction called DataFrame, which extends the capabilities of RDDs by
adding schema information. The addition of schema information and computation
knowledge allow Spark SQL to perform extra optimizations. A DataFrame, organised
into named columns, is analogous to a relational database table or a Pandas DataFrame,
yet it is optimised more effectively for distributed processing [29].

Spark SQL allows a user to register any DataFrame as a table or view, which can then
be queried using standard SQL. Both DataFrames and SQL share the same optimization
and execution pipeline. Figure 7 shows the Spark SQL programming interface.

3.4 Spark Structured Streaming

The following subsections are based on the Structured Streaming Programming Guide
by Spark [31].

Structured Streaming is a high-level API for stream processing built on the Spark
SQL engine. It allows users to define streaming computations with the same syntax
used for batch processing on static data using the Dataset/DataFrame API (DataFrame
for PySpark). This model simplifies streaming by handling incremental, continuous
computation and updating results as new data arrives. The platform supports end-to-end
exactly-once processing through checkpointing and Write-Ahead Logs.

Structured Streaming operates on a micro-batch processing model (Figure 8), pro-
cessing streams in small batches; however, a continuous processing mode, although
experimental, is available as well. The Spark streaming engine periodically monitors
the data source and executes a batch query on the new data captured since the last batch
execution.

The driver program saves the offsets of records it will process into the Write-Ahead
Log, hence in case there is a failure and the streaming job needs to be restarted, Spark can
resume processing from the exact failure point. The range of offsets to be processed in the
next micro-batch is logged, ensuring that each batch can be re-executed deterministically
[32]. A given batch will always consist of the same data and a completed batch of events
is recorded in the commit log with it’s batch id [33].
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Spark Structured Streaming processes a stream of data as a dynamic table, that ex-
pands continually with new entries. Outputs from these queries populate an intermediate
Result Table, either by appending or updating the table to reflect the changes, written to
an external sink after processing has concluded. The frequency of data processing can be
controlled by setting a trigger interval, however by default a new run is initiated as soon
as the previous one has concluded.

Structured Streaming is distinct from other streaming platforms as it does not materi-
alise the entire input table. Instead it processes incoming data incrementally, updating
the result based on the latest data while discarding the original input after processing.
Due to this approach, only necessary intermediate results, such as counts, are stored with
the other state data in the Result Table.

3.4.1 Input modes

A streaming DataFrame can be created using the DataStreamReader interface. The
preferred stream sources are either a file source or a Kafka source, other sources are
usually used for testing. Tables can also be used as inputs and as sinks using Streaming
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Figure 8. Spark Structured Streaming micro-batch processing with set trigger interval.

Table APIs. The amount of data per batch can be modified when streaming from a file
using the maxfilespertrigger parameter, for Delta tables in Satabricks both maxfilesper-
trigger and maxbytespertrigger parameters can be used. If streaming from Kafka, the
maxoffsetspertrigger parameter can be used.

Structured streaming does not handle input that is not append-only and when creat-
ing a streaming pipeline where one streams’ output is used as another streams’ input,
complete mode can not be used as the first stream as it modifies the underlying Delta
table [34].

3.4.2 Output modes

There are three distinct output modes for writing results from a continuously updated
Result table to external storage in a structured streaming context. These modes are append,
complete and update. Append mode is the default mode, where only the rows added to
the Result Table since the last trigger will be written to external storage. Complete mode
writes the entire Result table to the external storage and update mode only writes rows,
which were updated in the Result table since the last trigger to external storage. The
different types of output modes have use cases for different types of queries. Append
mode requires all queries with aggregation to use a window or group based on a field
which is watermarked, so that the aggregation can handle late data. Complete and update
mode do not require windows or watermarks, however they require aggregation. Update
is not supported in Databricks. Different output modes allow for different results in the
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external sinks.

When writing to a sink, the pyspark.sqlDataFrame.writeStream method is used to
write a streaming DataFrame to external storage systems. The writer has the trigger
option, which allows the interval for processing to be set using the processingTime
option. If processing time is not specified, the micro-batches are generated as soon as the
previous micro-batch has completed processing. If the processing time is set, then if the
previous micro-batch has completed within the interval, the engine will wait until the
next interval to kick off the next micro-batch. If the previous micro-batch takes longer,
the next micro-batch will start as soon as the previous one completes.

The foreacBatch operation is a feature in Spark Structured Streaming, allowing users
to apply arbitrary functions to the output data of every micro-batch in the streaming
query, having two primary parameters: the output data as a DataFrame or Dataset and
the micro batch’s unique ID. This allows each micro-batch to be processed as a static
DataFrame, supporting various DataFrame operations, which are generally not feasible
with streaming DataFrames. ForeachBatch operation inherently provides at-least-once
write guarantees, however the output can be deduplicated using the batch ID.

3.4.3 Stateful operations

Stateful operations retain information about the current state of records, which is de-
pendent on previous records, for example a maximum over records with the same id.
The retention and constant updating of an alignment is considered stateful. In streaming,
unless using complete mode, stateful operations require a time window on a watermarked
field. Thus the complete mode can be used to calculate the aggregate over all events and
the append mode can calculate the aggregate over a fixed or dynamic period of time,
depending on the window operation. The states are stored in the state store - a versioned
key-value store, which helps to handle stateful operations across batches. Arbitrary
stateful operations can be handled in Spark using Scala or Java, however support for
Pyspark has only been added in the past few years as an experimental method. For
queries in SQL there is no support for arbitrary stateful operations.

3.4.4 Window operations

It is possible that data is ingested out of order and needs to be streamed taking into
account the event time rather than the processing time. In structured streaming, the
concept of event time is integrated using watermarks, enabling the system to handle data
that may arrive later than expected. Watermarking allows the system to define a threshold
for how late the data can arrive. Old aggregates are either maintained or discarded based
on the current event time observed in the data stream. This ensures that even late-arriving
data can be factored into the calculations without requiring continuous storage of all
intermediate states.
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In scenarios requiring precise timing and data updates such as window aggregations,
the system uses the watermark to decide when to update or discard state information
based on the event time of incoming data relative to the established watermark threshold.
The formula given for a specific window ending at time T, the engine will maintain state
and allow late data to update the state until (max event time seen by the engine —
late threshold > T).

Spark supports three different types of time windows: tumbling, sliding and ses-
sion windows, each serving different use cases in data stream management. Tumbling
windows are characterised by fixed-size, non-overlapping intervals where each input
is mapped to a single window. In contrast, sliding windows, though also fixed in size,
allow overlapping intervals if the slide duration is less than the window duration, thereby
enabling an input to be associated with multiple windows.

Session windows differ notably from the other types by having a dynamic duration
that adjusts based on the timing of incoming data. These windows begin with an input
and extend if subsequent inputs are received within a predefined gap duration. The
window closes if no further inputs are received within this gap following the most recent
input. This behaviour is controlled through the session-window function, which can be
configured with static or dynamic expressions to determine the gap duration. Session
window requires an additional column in the grouping key aside from the session window,
as seen in Figure 9.

(T—‘ Time

Caseid 1 OO0 O——>

Case id 2 O—0O0-O0—0O O—>

Caseid3—) O O—>

O

)
N4

\ 4

Caseid 4

Figure 9. Events grouped by session window on event time and case ID, with fixed gap
T.
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3.4.5 User defined functions

User defined functions or UDFs in Spark SQL provide a mechanism for users to define
their own functions that operate on single rows. These functions are defined using
the UserDefinedFunction class, which offers several methods to specify the function’s
properties. UDFs allow creating functions filling specific needs, but come with a cost in
execution speed. UDFs can create significant bottlenecks in code execution. Code that
executes in the Java Virtual Machine, such as code written in Scala or Java is faster than
Python UDFs [35].

3.5 Databricks

Databricks [36] is a cloud-based platform, which provides a managed Spark environment.
The platform features an integrated workspace with interactive notebooks, compatible
with all Sparks APIs. Spark on Databricks has some limitations, for example not allowing
update mode for writing data to sink.

In DataBricks, the default data table format is a Delta table [37]. Delta tables
are built on top of the Delta Lake storage layer, which stores data and tables in the
Databricks lakehouse. Delta Lake extends Parquet data files with a file-based transaction
log providing ACID guarantees. ACID stands for Atomicity, Consistency, Isolation
and Durability. Atomicity ensures that all transactions are either fully completed or
fail. Consistency means that every transaction leads to a valid state of the database.
Isolation ensures that transactions executed concurrently do not affect each other’s
outcomes. Durability guarantees that the changes made are permanent once a transaction
1s committed [38].

4 Approach

This section introduces the approach for SQL-based conformance checking in Spark
Structured Streaming. The approach used for the continous processing solution is based
on the I Will Survive algorithm [4] but has been adapted to accommodate the batch
processing method used in Spark. The final implementation presented in this thesis
differs from the original algorithm due to these adaptations.

4.1 1 Will Survive

I Will Survive (IWS) is an approximate algorithm for conformance checking and finding
the optimal alignment. The IWS data model consists of event streams, a state buffer and
a trie representing the proxy log. The IWS algorithm expects the events to be processed
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one by one in the temporal order. An overview of the IWS approach will be given, as a
comparison for the SQL method, as both methods use a trie-based approach.

The algorithm keeps a buffer for events that have yet to be processed, called a state
buffer. The state buffer also holds information about events that have been processed.
The state buffer consists of the current trie node matching the previous event, current
prefix alignment up to the current node, trace suffix containing traces to be processed,
cost of the prefix alignment and decay time. The decay time is the duration a state is held
in the state buffer and it can be fixed or dynamic. For each new event per case ID, the
decay time is decremented.

A look-ahead limit is implemented to handle model moves, as a model move must be
deemed to have at least as low of a cost as making a log move. The look-ahead limit is
defined as the sum of the size of the trace suffix, the level of the current node plus 1. The
algorithm first checks for possible synchronous moves: if none exist, the states are looped
to create log and model moves. A model move is only realised if a full substring match
to the suffix is obtained in the paths below the state node, such that the first matching
node is at most at the level of the look-ahead limit. At first, the children of the current
state node are checked; if there are no suffix matches, the look-ahead limit is decreased
by one, and the next level of nodes is checked. If there is more than one element in the
trace suffix and the look-ahead limit has been exhausted for the current suffix, then the
first element of the suffix is removed, and the look-ahead limit is recalculated. In Figure
10 first two synchronous moves are made, however using the look-ahead limit as well as
suffix pruning, a model move is made on (), B is changed to a log move and the suffix
< X,Y, Z, K > is matched in the model.

A Alignment without suffix pruning
e @ o e | A B X Y z K
X m|..|A]| B | X |>]>]>
|
e Y Alignment with suffix pruning
|
G 7 o v | A B [>| X Y Z K
I11...A>>QXYZK
K

Figure 10. The motivation for suffix pruning.
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4.2 Method using Apache Kafka

At first, a solution using Apache Kafka and ksql was tested. A solution using Kafka and
Kafka Streams has been proposed [39], but a solution using ksqlDB has not. However,
the tables in ksqlDB are designed to hold the latest state by a unique identifier (primary
key), and arbitrary state management using only ksql is not possible. Additionally,
creating a state table in ksql to be written to and used in the same query is not possible.
A possible solution would have been to use a separate relational database as a sink and
source for the states, however, as states must be updated before another event can be
processed, this was not considered a suitable solution [23].

Another possibility was to create the states as a stream to be inserted into, and create
a table from the stream to be joined with the event stream, which would then be inserted
back into the state stream. However, this solution was not investigated further as during
initial tests of the validity of this solution, the latest state table was not updated before a
new event was processed. The structure of this possible solution can be seen in Figure
11. Based on the current running example, if two events a and b from the same case id
would be sent in very small intervals, the first event would be processed, then inserted
into the state stream and then updating the latest state table, it is possible that event b
being processed next is processed before the latest state table can be updated, meaning
that both a and b would be processed on an empty state table, without b having up to date
information about the state being updated with previous event a.

Topic Topic
Event Stream State Latest state
with event Stream —> table
level
\ Inserts into
Used in Used in

Insert into
query

Figure 11. Tested structure using ksql.

24



4.3 Method using Spark

This section describes the solutions and limitations of using Spark. Spark was chosen
as the second method to experiment with, as structured streaming is built upon the SQL
API. The experiments with Kafka and ksql solidified two essential problems: firstly,
referencing the states table in the same streaming query that updates the states table must
be possible. Secondly, the state table must be updated before processing a new event. An
overview of the proposed structure of the stream conformance checking is outlined in
Figure 12.

Event stream Conformance |-"/"e"
O—Q > Sc;rr]ee;::ir:]% State table —Alignment—>
query Used in
Used in
Model table

Figure 12. The general setup of the solution.

4.3.1 Pre-processing

The model and label tables were constructed off-line before running the conformance
checking stream using the PM4PY library.

The same input datasets were used as in the IWS solution, with 2000 generated traces
and the maximum number of loops set to 3. The trie and the label lookup tables were
stored in separate tables, as described in table 4 and table 5.

Table 4. Model table

node_id String
label String
level Integer
n_depth_children| Array of Structured fields:
node_id String
label String
level Integer
events_between Array of Strings
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Table 5. Label table

event String
label String

The model table consists of four columns. The node-id, a string field represents the
prefix of an activity in the model. The model table label field references a unique label
per activity, where labels in alphabetical order are generated for each activity, in the order
they first appear in the proxy log. The level field shows the level of the node and the
n-depth-children holds all children of the nodes with levels below the fixed limit to look
ahead in the model. The n_depth_children field is calculated during the model creation
process and can be used in the solution, instead of joining with the model table using a
pattern matching join as these joins are computationally expensive in Spark. The node
ID is kept as a string value and is used in the queries to perform substring matches and
on joins.

The label table is used as a look-up for the incoming events, to find the labels
associated with each event, which match the labels in the model table

4.3.2 Continuous processing

Initially, using continuous processing was considered. A new solution had to be created,
as the IWS algorithm, which uses a while loop to calculate model moves, would not be
feasible to implement in Spark SQL. This new solution is explained in section 5 of this
thesis. However, using continuous processing as a solution in this thesis is currently not
viable in Spark Structured Streaming due to limited query sources and query sinks. Using
the continuous processing solution, the only approved source or sink would be Kafka,
but it is not guaranteed that the state table would be updated from the sink topic before
a new record is processed. This solution was included in this thesis as its logic could
potentially be implemented in other SQL-based streaming frameworks or integrating it
into the micro-batch based approach, where the batch has only one event per unique case
ID.

4.3.3 Micro-batch processing

Conformance checking using micro-batches is a window-based model approach. Only
the most recent events bound to a window are stored and processed [2, 16]. However in
the approach of this thesis, it is important that the windows do not overlap and that the
state data is updated before a new window can start processing. It is possible to reference
state data in Spark architecture by writing the streaming DataFrame outputs to a table,
from which a temporary view containing the best current alignments can be created. This
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view can be accessed in subsequent batches, with the advantage that updates to the view
are instantaneously available for querying in the next batch cycle as seen in Figure 13.

events available

1
1
at source -
Itime
o 1y
>
1
1
1
1
Model table| ,
1
Model table \ Joined with 1
! e I
1
Events grouped Evznts grotnged 1
by case ID y case 1
. : SQL algorithm !
1
1 1 I
1 1Joined with 1
processed events 1
written to sink 1
1 .
| . O OO0
I /
Emptly State view State view
State view
]
event : micro-batch boundary

Figure 13. In depth illustration of batch-streaming solution.

However, difficulties arise due to the occurrence of multiple events sharing the same
case ID within a single batch coupled with the lack of support for SQL procedures or
functions in Spark SQL, complicating sequential processing. A new solution was created
to complete model moves and process all events with the same case ID in the batch.

4.3.4 Sequence alignment

As the batch processing solution requires processing a sequence of traces against possible
trie branches, the problem recedes to a sequence alignment problem, which is widely
researched in bioinformatics. However, most of these algorithms are based on dynamic
programming and must be implemented using an UDFE.

An UDF was implemented using the Needleman-Wunsch [40] algorithm, proposed by
Needleman and Wunsch in the 1970s. It is an algorithm using the dynamic programming
technique used freuently in bioinformatics to align protein or nucleotide sequences
globally. In the algorithm, an alignment matrix is constructed, which evaluates matches,
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mismatches and gaps between sequences, in our case the node-id-s and traces currently
being processed. The matches, mismatches and gaps can be thought of as sync, log and
model moves. A solution using this algorithm has been proposed here [41].

First the string values are aligned with the model values on the Y-axis and trace
activities on the X -axis. The matrix values are calculated for each cell, based on three
possibilities - diagonal being match or mismatch, a vertical move representing a skip in
the model and horizontal being a skip in the trace. Afterwards the matrix is traversed
backwards, moving diagonally for a match and vertically or horizontally to create log
and model moves.

Table 6. Needleman-Wunsch algorithm matrix

| | A C E D
0 1 2 3 4

A 1 0 1 2 3

B 2 1 2 3 4

D 3 2 3 4 &

E 4 3 4 3 4

For example, in table 6 the subsequence of the node id to be matchedis A—B—D—F
and the incoming traces are A, C, E/, D. Mismatches are not possible and gap moves
cost 1, otherwise the cost is 0. In table 7 the complete alignment based on the matrix has
been created. The total number of gap moves on the matrix is 4, the same as the cost of
the model if log and model moves both cost 1. This cost is also reflected in the bottom
right corner of the matrix.

Table 7. Needleman-Wunsch example alignment

clA|C|>|>|E| D
T|A|>|B|D/|E|>

This solution is suboptimal, as UDFs are not optimised in Spark and the Needleman-
Waunsch algorithm has the space complexity of O(mn), where m and n represent the
number of columns and rows in a matrix, respectively.

For all the implemented solutions, the cost for log and model moves can be set
separately.

This thesis explores a two continous processing based solutios in Kafka, ksql and
Spark Structured Streaming, and three possible window based solutions using micro-
batch processing.
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S Implementation

Five [42] possible solutions were created, one based on a continuous processing model
and the other on the batch processing model. For the batch processing model three
methods of collecting the activities into one group per case ID per batch were considered,
from which the final solution was chosen.The main idea derived from the IWS model
was the state buffer. The state buffer is implemented as a state table with the following
structure:

Table 8. State table

case_id String
time_stamp Timestamp
current_node String
current_id String
cost_of_alignment Integer
previous_events String
event_level String
current_node_level String
decay_time String

Table 9. Continuous processing mode

trace String
execution_sequence String

Table 10. Batch processing mode

Alignment Array of structs
event String
move_type String

The state view can be compared to the housekeeping part of the IWS algorithm, as
it filters all states in the state table to save the rows which have the least cost for the
current-id and where the decay time is not 0. The solution supports all event inputs, as
long as the input data is in the correct correct format, consisting of the fields: "case_id",
"event name" and "timestamp”. From the input streaming DataFrame, a temporary view
called events is created, which is used as the streaming source for the streaming queries.
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5.1 Continuous Processing solution

Although a solution has been developed, it has yet to be tested due to its lack of application
in Spark Structured Streaming. Nevertheless, it can still be utilized by creating a buffer
to process one case ID at a time. This option was included as a potential solution due to
the evolving nature of the Spark Structured Streaming API. The solution consists of two
steps: first, joining previous state values with new events, and second, processing the
possible moves in the alignment.

To begin, the Stream query is initiated, and an event is deemed ready for processing.
The labels view is joined to obtain the event label, and the latest-state view is joined on
the case ID to obtain the latest states. If the event is the first event for the particular case
ID, default initial values are used in place of the actual values, as the values from the
state table come later and are concatenated with the current event values. The model
table is joined on the current node ID, and if the event is the first event for the case ID,
the join is made on the root node.

Next, the moves are processed. The logic for model and sync moves are similar, as
all values in the n-depth-children array that have a matching label are selected. This is
done to imitate the trace suffix looping in the IWS algorithm, where a model move might
be the most optimal move. However, implementing the logic of selecting only model
moves which are at least as optimal as log moves was proven to be difficult, as it is not
possible to loop in Spark SQL. So all of the possible sync, model, and log moves for
an event are selected when the event is processed. Additionally, the look-ahead limit is
fixed to 2 in this example for computational considerations.

This solution does not depend on calculations to get an alignment, but rather appends
values to the trace and execution sequence string for every incoming event. The view
cleans up the states and removes any possible duplicate node IDs, leaving only the
alignment with the lowest cost. While this solution is more exhaustive than the IWS
algorithm, keeping more states in the state view, the states saved in the view can be
limited using either their node level, a maximum node level based on the alignment
with the lowest cost, or restructuring the query not to update states with every move.
Furthermore, synchronous and asynchronous moves can be split so that asynchronous
moves are only performed if there are no synchronous moves. The previous states would
remain in the state view, so any incoming event would still calculate model moves based
on previous states. Although further optimizations were not discussed, they could be
implemented in other SQL-based streaming frameworks, as this solution is not currently
possible using Spark Structured streaming.

5.2 Micro-batch processing solution

The initiation process for micro-batch processing is similar to the continuous processing
solution. However, the calculation process for the alignment is different, as a sequence
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of events must be processed at once, and the previous values of the trace can not be taken
into account.

5.2.1 Different methods of grouping data

When processing the event data in a batch query sequentially, the data must be ordered
by timestamp and grouped by case ID. To solve this, the functions array_sort and
collect-list of Struct(time-stamp, label) were used to create a sorted array of structs.
The final selected solution uses the forEachBatch sink. At first, the forEachBatch sink
was not preferred, as it is a Spark-specific function and can not be implemented like
window-based functions in other SQL-based streaming platforms. Additional logic
must be implemented to deduplicate data and create a solution with at-least-once write
guarantees.

A solution using windows was first experimented with, as using windows allows
accounting for late data. However, using a window-based approach with timestamps was
not deemed suitable, as Spark outputs the values to the sink based on the watermarked
field. So, even when using a session window, it would be possible that the state table
would have two window groupings appended to the output sink at the same time, as
illustrated in Figure 14.

Furthermore if multiple windows per the same case ID are processed at the same
time, then they all use the same version of the state view not yet updated by the newest
window. So, a solution based on a session window grouping would only be possible if
the delay threshold was 0 seconds, as any incoming event not within the session window
would trigger a write to the sink.

' Watermark: 12.08 - 2 = 12.06 :
Both windows stay open |

—_—— e - — — — a

12.05 12.08 12.30

_)
Time

Triggers write to
sink for previous
windows

Figure 14. Why watermarking creates issues with sequential processing.

Another possible solution was using the complete output mode, constantly updating
the grouped values of the same case ID and getting the unprocessed values from slicing
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the array based on the event level. However, not only is the grouped array of labels
constantly reordered, but any late data would change the order of the array indexing
based on which the current events are chosen.

The final solution chosen was to use the forEachBatch sink and create a temporary
view of the batch data inside the function to replace the streaming events view. This
changes the solution from being a streaming solution to a batch solution. Still, the batch
solution can be considered stream processing since it operates within a streaming context.

5.2.2 Solution

The function used in the forEachBatch sink, is initiated with an incoming batch. Inside
the function, the batch data event view is created. Then a SQL query is initiated,
creating a DataFrame, later written to a Delta table. Inside of the query, the data in
the batch event view is grouped by case ID and ordered by timestamp into arrays
with the label and timestamp. Then the data is joined with the state view on case ID
and expanded, so that every array event is separated to its own row, with its index in
the trace additionally. Then the values are joined with the model table on label and
depth based on each event’s index in the trace where model node level is less than
current node level + index in current array + N + 2. Thus, for every event N
number of nodes from it’s starting point are assessed. This is not optimal, as it assumes
that the previous values will be sync moves, however the search must be limited for better
performance. After all possible nodes are selected, the results are filtered to only get the
nodes for the last M events in the array, where M is the decay time, as if the moves were
sync moves they would be reflected in the node ID, if not, they would be removed based
on the decay time.

Additional transformations were tested, to limit the amount of times the UDF would
be called, such as filtering the different prefixes and only calculating one alignment per
unique suffix, however cross-joins create a overhead and might not be optimal.

To keep track of the cost of the alignment, the UDF outputs every move with its cost.
When the previous node ID-s and the new node ID-s are filtered, then the UDF is applied.
The UDF algorithm is implemented in Scala [42] based on an existing implementation
in Java [43].

6 Assessment of the micro-batch solution

The performance of the selected method was not thoroughly assessed, due to time
constraints. However, the resulting alignments of the model were validated during the
creation of the solutions using the same input data on the IWS algorithm [44].

The performance was assessed on a trie with the maximum depth of 344 and node
count of 9799, from the BPI 2012 1k sample simulation file. The used log files for testing
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was the BPI 2012 2k 0.95 noise sample simulation the log file. The log file contains only
8026 events, and was calculated in one batch of 2000 traces, in 39 seconds. The sum
of the cost of all optimal alignments was 753. However, if data was split into smaller
parts, and limiting the files per trigger the overhead of reading from small files was too
large for the stream to start processing. When inserting data to a static table, from which
a streaming DataFrame was created, the stream was able to process the data in small
batches.

For this thesis the community edition of Databricks was used, which is hosted on
Amazon Web Services and offers 15 GB clusters, a cluster manager and the notebook
environment.

7 Future work

In this thesis, various methods of conformance checking using SQL streaming solutions
were implemented. Moving forward, a detailed comparative analysis of these methods
would be beneficial, as well as performance analysis of the existing method. This analysis
would shed light on the performance differences among the streaming solutions.

The chosen forEachBatch solution could also be improved by adding additional
logic to minimise the amount of times the alignment must be calculated using the UDFE.
Additionally, an in-depth analysis of how to implement logic similar to IWS, so that that
model moves are only conducted if they cost the same amount or less as making log
moves. As the initial solution was created with the window function inside a streaming
query, it was not optimized to utilise transformations that are not possible within a
streaming query but are feasible within a batch DataFrame when using forEachBatch.
For example investigating whether a fully SQL-based solution would be possible to
implement using cross-joins to create all possible values of a trace suffix. However,
research on in what possible situations cross-joins would be more effective and less
expensive than using the UDF should be conducted.

One key area that needs enhancement in the solutions implemented, is their ability
to manage late-arriving or out-of-sequence data. An additional grouping query based
on time windows at an earlier stage in the data processing pipeline could be introduced
to improve this. These time windows could then be aggregated in the downstream state
calculation query to enhance data consistency and accuracy.

Furthermore, it would be worthwhile to investigate the potential of implementing
a continuous processing query using another platform, which supports SQL, but also
sequential processing of events. Another direction could be to develop a solution in Spark
Streaming, utilising either built-in Scala or Python methods for state management and
not focus on creating a solution using SQL. With the PySpark API continually evolving,
this approach might unlock new functionalities that could be useful in creating a solution.
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8 Conclusion

The objective of this thesis was to experiment creating a conformance checking solution
using a trie structure with different streaming platforms that support SQL. The two
platforms researched were Apache Kafka with ksqlDB and Apache Spark, using Spark’s
Structured Streaming API.

An overview of the theoretical background of process mining, conformance checking,
Spark Streaming and Kafka and ksql were presented, as well as describing implemented
solutions.

At first a solution on Apache Kafka was tested, however, it was deemed not feasible
to store already calculated alignments in a way that incoming events would be updated
on the latest data. From testing a solution using Apache Kafka, two critical nuances
were pinpointed: the alignment calculated on previous data must be updated before the
arrival of new events and events must be processed either in order or all in the same
window, as multiple concurrent updates of alignments with the same case ID will cause
the alignments to be calculated without correct state reflections. Furthermore, processing
data in a streaming context limits the possibilities of transformations on the data. As
these technical problems were researched thoroughly, the final implementation of the
conformance checker was not well-optimised and a performance comparison between
the results was not completed.

The final solution proposed was based on a micro-batch solution, where data was
grouped by case ID and a sequence alignment algorithm was implemented in Scala to
calculate the most optimal alignment. The following methods of improvement were dis-
cussed: testing the continuous processing model on other streaming platforms, updating
the current proposed solution and handling late arriving data.
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