Sim-to-Real Generalization of Computer Vision with Domain Adaptation, Style Randomization, and Multi-Task Learning

Abstract:
In recent years, supervised deep learning has been very successful in computer vision applications. This success comes at the cost of a large amount of labeled data required to train artificial neural networks. However, manual labeling can be very expensive.

Semantic segmentation, the task of pixel-wise classification of images, requires painstaking pixel-level annotation. The particular difficulty of manual labeling for semantic segmentation motivates research into alternatives.

One solution is to use simulations, which can generate semantic segmentation ground truth automatically. Unfortunately, in practice, simulation-trained models have been shown to generalize poorly to the real world.

This work considers a simulation environment, used to train models for semantic segmentation, and real-world environments to evaluate their generalization. Three different approaches are studied to improve generalization from simulation to reality. Firstly, using a generative image-to-image model to make the simulation look realistic. Secondly, using style randomization, a form of data augmentation using style transfer, to make the model more robust to change in visual style. Thirdly, using depth estimation as an auxiliary task to enable learning of geometry.

Our results show that the first method, image-to-image translation, improves performance on environments similar to the simulation. By applying style randomization, the trained models generalized better to completely new environments. The additional depth estimation task did not improve performance, except by a small amount when combined with style randomization.
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1 Introduction

1.1 Deep Learning for Computer Vision
Deep learning is a sub-field of machine learning that uses artificial neural networks to extract high level representations of raw inputs. These representations are learned from data as opposed to being hand-crafted. Deep learning has been especially successful in computer vision - understanding and representing information from visual sensors. For example, the ImageNet Large Scale Visual Recognition Challenge [1] has been dominated by Convolutional Neural Networks (CNNs) [2]. The first such submission was AlexNet in 2012 [3]. While powerful, neural networks require large amounts of data to train. The ImageNet challenge, for example, uses approximately 1.2 million training images. For many tasks, such large datasets do not exist or are only permitted for use in academic research.

1.2 Semantic Segmentation
This work focuses on the task of semantic segmentation. Semantic segmentation is the pixel-wise classification of an image. It is considered to be one of the most complete perception tasks. Its dense and general representational capability makes it a perfect fit for robotics tasks, such as self-driving. An example of semantic segmentation from the Cityscapes [4] dataset is shown in Figure 1.

Unfortunately, labeling images for semantic segmentation is very tedious and time consuming. This results in a high cost per image, inhibiting creation of large datasets needed for deep learning. One way to get around expensive manual labeling is to use simulation environments to automatically extract semantic segmentation ground truth.

Figure 1. Example of semantic segmentation from the Cityscapes [4] dataset. Each pixel is overlayed with a color representing its class, e.g. red - human.
1.3 Simulation for training

We would like to use simulations for training neural networks for semantic segmentation because:

- Dense, expensive labelling (e.g. semantic segmentation) can be done automatically.
- It is possible to get accurate ground-truth for tasks such as monocular depth or surface normal estimation.
- Large amounts of samples can be generated at low cost.

Unfortunately, neural networks trained on simulation datasets have been shown to generalize poorly to the real world [5]. This is due to a gap between simulation and reality. Creating true to life environments in simulation is very difficult and expensive. For this reason, it is worth researching methods to increase generalization from environments which do not accurately match the real world.

Data augmentation can be applied to encourage trained models to learn features which generalize better. Domain adaptation is the transfer of knowledge learned for one environment (source domain) to a new one (target domain). In this work, we are interested in unsupervised domain adaptation in particular. This means we have training data with labels for the source domain (simulation) and unlabeled samples from the target domain (real world). Alternatively, training on multiple tasks should act as regularization, as the network needs to find a more efficient representation. Furthermore, more tasks means more learning signal. This thesis considers domain adaptation, data augmentation, and multi-task learning to achieve simulation to reality generalization.

1.4 Contributions

The contributions of this work are the following:

1. Unsupervised domain adaptation is evaluated and shown effective between a simulation and matching real world environment, but does not learn inductive representations that generalize well to other real world environments.

2. It is shown that a simple approach, learning a shape-based representation using style randomization [6,7], generalizes well to new environments. Furthermore, this approach even beats the tested domain adaptation approach on the target domain.

3. Finally, monocular depth estimation is tested as an auxiliary task. Though having potential, it is shown that this method is difficult to apply.
1.5 Contents

The contents of this work are organised as follows. First, the background of this thesis is covered in Section 2. Then, the datasets and model used in the experiments of this work are introduced in Section 3. In the main body of this work, three different approaches are explored in Sections 4, 5, and 6. The final results are combined in Section 7, followed by conclusions in Section 8.
2 Background

2.1 Simulations

A lot of work has been put into simulations and simulation-extracted datasets in the recent years. For example, CARLA is a simulation environment for self driving cars, which includes semantic segmentation and depth in addition to RGB images [8], shown in Figure 2. Virtual KITTI 2 is large simulation dataset which includes ground truth computer vision tasks such as semantic segmentation, depth and optical flow [9]. Video games, such as GTA 5, have also been used to extract datasets with rich variety [10]. This thesis uses a custom simulation environment (not created as a part of this thesis) made using AirSim [11].

Relatedly, reinforcement learning algorithms are often trained in simulation environments [12]. Robotics tasks, such as dexterous in-hand manipulation, have been learnt through simulation [13]. Though this work does not consider reinforcement learning or robotics applications, they are a source of inspiration.

![Figure 2. Example of RGB image, depth, and semantic segmentation from a scene in CARLA [8].](image)

2.2 Unsupervised Domain Adaptation

Even slight departure from the neural network’s training domain could hurt its performance [14]. This effect, called domain shift, has been observed on both simulation-to-real [14] and real-to-real dataset [15] shifts. A simple solution would be to fine-tune the network on samples from the new domain. It may be difficult to gather ground truth for the new domain, however. Often, unlabeled samples are easy to acquire. Unsupervised domain adaptation takes the approach of adapting a model to the target domain using unlabeled samples. A short overview of such methods follows.

2.2.1 Feature Alignment

One way to adapt a network to an unseen domain is to align the feature distributions extracted in the source and target domains using an additional loss. This can done by minimizing differences in higher order statistics of extracted features, i.e. moment matching [16–18]. Alternatively, an adversarial approach in which a discriminator tries
to classify the input as either from the source or target domain (shown in Figure 3). The objective is to maximize the domain confusion - if the features are similar across domains, the discriminator can’t distinguish between them.

If the extracted features are similar in both the source and target domains, then the classifier using these features should intuitively perform similarly well. A limitation of such methods is that they only enforce the features from the target domain to look the same as source domain, possibly disregarding the semantic information necessary for performing the task.

Figure 3. Visualization of adversarial feature-space alignment. Image adapted from Pinheiro, 2017 [19].

2.2.2 Image-to-Image Translation

Instead of making target domain features look like they are from the source domain, one could make source domain samples look like the target domain. This is possible by using Cycle-consistent Generative Adversarial Networks (CycleGANs) [20]. The method uses two sets of images, such as summer and winter, and learns to translate between them. Examples are shown in Figure 4.
The CycleGAN training scheme is shown in Figure 5. There are two mapping functions $G : X \rightarrow Y$ and $F : Y \rightarrow X$, and associated adversarial discriminators $D_y$ and $D_x$ for domains $X$ and $Y$. For example $X$ may be winter images and $Y$ summer images. $D_y$ encourages $G$ to translate $X$ into outputs indistinguishable from domain $Y$, and vice versa for $D_x$ and $F$, as shown in Figure 5.a. While adversarial loss makes sure that the translated image looks like it belongs to the target domain, cycle-consistency loss makes sure it represents the same information as in the source image, as depicted in Figures 5.b and 5.c.

Cycle-Consistent Adversarial Domain Adaptation (CyCADA) [14] is an unsupervised domain adaptation method built upon CycleGAN, which competes with state-of-the-art to this day. Figure 6 depicts their proposed training scheme, where several ideas are combined:
• CycleGAN’s adversarial (green \textit{GAN loss}) and cycle-consistency (pink \textit{Cycle loss}) losses.

• Feature matching using feature-level adversarial loss (orange \textit{GAN loss}).

• Forcing semantic consistency in \textit{source $\rightarrow$ target} translation with a feature level similarity loss (gray \textit{Semantic Consistency loss}).

• Simultaneous optimization of target task (purple \textit{Task loss}). This was omitted in experiments with semantic segmentation.

Figure 6. Training scheme of CyCADA [14].

This thesis considers the simplest form of image-to-image translation-based domain adaption: converting the simulation dataset to look like the real-world target dataset using CycleGAN. This was shown to be the most impactful part of CyCADA [14], so the thesis omits other parts, such as the semantic consistency loss, for simplicity.

2.3 Data Augmentation

Data augmentation is the generation of new samples by modifying or combining existing data. By covering a larger set of samples, the model should learn a more general representation. There is a variety of ways to modify an image while making use of its existing ground truth. Figure 7 gives a high-level overview of image augmentation methods. The described domain adaptation technique falls under ”GAN Data Augmentation” from the data augmentation perspective. This thesis also experiments with the ”Neural Style Transfer” approach, which is introduced after basic image manipulations.
2.3.1 Basic Image Manipulations

The most common method of data augmentation is in the form of hand-coded manipulations. Figure 8 shows examples of such augmentations by the \texttt{imgaug} library [22]. Possible augmentations include doing random left-right or up-down flips, rotation, cropping, erasing, color jitter, gaussian noise, blur, brightness, synthetic weather effects, and so on.
With such variety, the question arises: which augmentations are appropriate, and how strong should they be? For example, in character recognition, left-right flips would not be appropriate, as letters are written in one direction. It can be difficult to put together a good combination of augmentations, as the search space is large. To solve this issue, several recent works have studied automatic search of augmentation combinations and parameters [23–25]. Currently, most augmentation search methods have been confined to classification tasks.

Instead using arbitrary augmentations for the sake of image diversity, another approach would be to look at the biases our model learns, and select augmentations that address them. In Section 5, this work considers style randomization and gives intuition why it is a form of augmentation particularly interesting for generalization from simulation to reality.
2.3.2 Style Randomization

Figure 9. Example of neural style transfer used to apply the style of a painting to an image [26].

Neural style transfer is a technique that blends the content of one image, and the style of another image together using neural networks [26]. An example is shown in Figure 9. Restyling images is a form of data augmentation which is especially interesting due to its ability to form complex non-uniform textures [6, 7].

Real-world images can be used to extract the target style, as experimented by Yue et al., shown in Figure 10 [27]. Instead of taking styles from target images, the augmentation pipeline can be simplified by sampling random styles, as demonstrated by Jackson et al. [7]. The visual results of this method are shown in Figure 11. This thesis experiments with the latter method, style randomization, as applying styles from the real world does not seem to make simulation images more realistic.

Figure 10. Simulation images with styles applied from ImageNet images [27].
2.3.3 Domain Randomization

In robotics, randomizing simulation parameters such as friction coefficients and environment textures has enabled policies trained in simulation to work on physical robots [13]. This method has the benefit that it is not targeted towards some selected environment, but optimizes for robustness on all environments.

Some recent works take inspiration from robotics and think of style randomization as a form of domain randomization [27]. Others look at it as data augmentation [7]. Both views are equally correct, and it is beneficial to consider different perspectives.

2.4 Multi-Task Learning

Research has shown that learning several tasks together can improve performance on all of them compared to training separately [28–30]. Simulation is perfect for multi-task learning, as ground truth for many different tasks can be generated, such as depth or surface normals. Such ground truth may be difficult or impossible in the real world. Furthermore, learning a set of vision tasks (shown in Figure 12) has been shown to be effective at enabling robots trained in simulation to generalize to the real world [31].

Figure 11. Image of a cup with styles sampled from a random distribution [7].

Figure 12. Multi-task learning of a variety of vision tasks for a robot [31].
2.5 Evaluation: Intersection over Union

To quantitatively measure the performance of the trained models in our experiments, we use Mean Intersection over Union (MIoU), also known as Jaccard index. The intersection over union of a class in semantic segmentation in an image is the area overlap between the prediction and ground truth, divided by union of areas in the prediction and ground truth [32]. This is visualized in Figure 13. As this calculated separately for each class, we take the mean IoU of all classes to quantify the general quality of prediction.

It is one of the most common metrics to measure semantic segmentation performance. It has the quality that it is not dominated by large area predictions, such as roads or vegetation, and better reflects details like humans and lamp posts compared to alternative measures like pixel-wise accuracy.

Figure 13. Intersection over union [32].
3 Methods

3.1 Datasets

In order to study the generalization of semantic segmentation networks trained on simulation data, this work uses three environments:

1. A simulation environment that is closely modeled after the target real-world environment. The networks are only trained on labeled data from this simulation. Sample images with segmentation ground truth are shown in Figure 14. 5000 frames were extracted to form a dataset. The simulation environment was made by Mahir Gulzar as part of Milrem Nutikas UGV project, using the Unity engine and Airsim [11].

2. Target real-world environment with 460 images, manually labeled for testing. Example images are shown in Figure 15a. Referred to as Target-Set.

3. A collection of different real-world environments to test generalization beyond the target environment. Example images are shown in Figure 15b. A total of 190 images. Referred to as Gen-Set.

Generalizing to the Target-Set requires only the adaptation to the change of visual style from simulation to the real world, as content is otherwise the same. Generalizing to Gen-Set requires the model to learn inductive features, as it needs to extrapolate its knowledge to new environments.
Figure 14. Examples from simulation-extracted semantic segmentation dataset. It is a snowy environment that is closely modeled after the real-world target environment (Target-Set). The left column shows the input RGB image and right column is the respective color-coded segmentation ground truth extracted from simulation. Examples of classes include: human (red), car (dark blue), grass (light-green), vegetation (dark-green).
Figure 15. Examples of the real world test datasets. (a) Target-Set: target environment, which the simulation was modeled after. (b) Gen-Set: real world generalization dataset, which includes images of different environments in addition to the target environment. The left column shows the input RGB image and right column is the respective color-coded segmentation ground truth. We use a simplified set of classes for real-world evaluation, to ease labeling. Examples of classes include: human (red), vehicles (purple), obstacles (e.g. trees and rocks; blue), drivable-fast (e.g. roads; dark green), drivable-slow (e.g. grass; light green)

The baseline performance achieved by training on simulation (none of the tested methods applied) and tested on the test sets is 0.2 MIoU on Target-Set, and 0.14 MIoU on Gen-Set. The baseline performance is included in all tables for comparison.

To measure the "upper bound" of achievable performance on the test sets, a model is trained on real world training set ("Train on reality"), which is taken from the same environments of Target-Set and Gen-Set.

3.2 Model

This thesis uses the semantic segmentation architecture DeepLabV3 [33]. In particular, the implementation included in PyTorch’s [34] vision library\(^1\). The main reason for this choice was that it is readily available in PyTorch.

\(^1\)https://pytorch.org/docs/stable/torchvision/models.html#torchvision.models.segmentation.deeplabv3_resnet50
4 Unsupervised Domain Adaptation with CycleGAN

4.1 Introduction

This work experiments with CycleGAN [20], a image-to-image generative network, to make the simulation training set look like its real world counterpart.

4.2 Experiments

4.2.1 Method

Firstly, a CycleGAN model is trained to translate between simulation environment and target real-world environment. The whole simulation training set (5000 images) and real-world testing set (Target-Set, 460 images) are used for this. The official PyTorch implementation of CycleGAN\(^2\) is used, with default hyperparameters, except load_size=512 and crop_size=420.

The generated images look realistic from afar, which some exceptions. Objects with unpredictable poses and textures, such as cars and humans, were the most difficult for CycleGAN to generate. The ground truth for the original simulation images are also no longer very accurate. Examples are shown in Figure 16. The whole simulation dataset is transformed using the trained CycleGAN model.

\(^2\)https://github.com/junyanz/pytorch-CycleGAN-and-pix2pix
Figure 16. Examples of simulation images, what they look like after applying CycleGAN, and their semantic segmentation ground truth. Columns are 3 different samples. Rows are: 1) original, 2) the respective generated image, 3) semantic segmentation ground truth, and 4) generated image merged with ground truth. The generated images no longer perfectly match the ground truth, e.g. on rightmost sample, the crawling human is almost lost in the generated image, yet the network is expected to predict it is there.
4.2.2 Results

Table 1. Performance of domain adapted model on adaptation target set and generalization set compared to baseline and reality trained "upper bound" model. Measured in mean intersection over union

<table>
<thead>
<tr>
<th>Method</th>
<th>MIoU Target-Set</th>
<th>MIoU Gen-Set</th>
</tr>
</thead>
<tbody>
<tr>
<td>Baseline</td>
<td>0.2</td>
<td>0.14</td>
</tr>
<tr>
<td>Domain Adaptation</td>
<td>0.42</td>
<td>0.19</td>
</tr>
<tr>
<td>Train on reality (upper bound)</td>
<td>0.55</td>
<td>0.49</td>
</tr>
</tbody>
</table>

The semantic segmentation performance of a network trained on the unmodified simulation dataset and the domain adapted dataset in compared in Table 1. As expected, the model performance increases by a large margin on the dataset which it is adapted to. The generalization beyond the target dataset is poor, however. Sample predictions and ground truth are shown in Figure 17.

4.3 Limitations

Image-to-image translation for unsupervised domain adaptation has shown state-of-the-art performance in simulation-to-real generalization [14]. It has limitations, however, which motivate further work:

- Training image-to-image translation GANs is computationally expensive.
- The translation between domains may not be semantically accurate. This is shown in examples in Figure 16, where this effect is especially strong on humans. Perhaps the variety in human poses and appearance is overly challenging for the network to learn.
- Domain adaptation techniques require a target dataset. In the unsupervised case, labels are not needed, but adaptation is still done towards a target set of images, and generalization beyond them is not guaranteed.
Figure 17. Example predictions by the domain adapted model (left) and ground truth (right). First sample is from Target-Set, and others from Gen-Set.
5 Style Randomization

5.1 Introduction

Geirhos et al. showed that convolutional neural networks tend to rely on textures instead of shape information (as shown in Figure 18), which should provide much stronger cues [6]. Furthermore, they demonstrated that by using style transfer as data augmentation, the trained networks were biased towards shapes and achieved better results on ImageNet. Though simpler augmentation methods exist, such as adding noise or shifting colors, style randomization has been shown to work better [6, 27].

The intuition that neural networks rely too much on texture is especially true in simulation. Due to the re-use of assets and textures, it is easy for the network to overfit such details and stop learning. Shapes of objects are more consistent across simulation and real world than textures, which motivates us to apply style randomization. While the data augmentation perspective says that the model should generalize better, the shape biasing perspective gives us a concrete explanation why.

5.2 Experiments

5.2.1 Method

A common way to do data augmentation via style transfer is to apply styles extracted from some source images [6, 27]. This thesis instead uses an implementation which samples random styles [7]. Their code is openly available\(^3\). This approach simplifies the training pipeline, as we have two hyperparameters to tune: augmentation strength and

\(^3\)https://github.com/philipjackson/style-augmentation
probability. Augmentation strength $\alpha = 0.5$ is used, which is the default recommended by the authors [7]. We use augmentation probability $p = 0.5$, so half the images the model sees during training are the original simulation images, and the other half with a random style applied.

It should be noted that the augmentation can either be precomputed or done at run time. The first means storing style randomized images as a dataset. This takes hard-drive space, makes dataset management more difficult, and effectively limits the amount of augmentation one can do, but is more computationally efficient. We opted to do the augmentation at run time, which takes additional GPU power, and complicates multi-processed dataset loading. Our limited tests suggested that both methods results in equal model performance.

5.2.2 Results

The augmentations, shown in Figure 19, retain image semantics and the ground truth remains accurate. Furthermore, the augmented images are still easily understandable to humans, while being strong enough for augmentation purposes.

Results are shown in Table 2. The model trained with style randomization generalizes better than the domain-adapted model in the real-world target set (Target-Set), which was somewhat surprising. Furthermore, applying style randomization resulted in significantly better performance in the generalization test set (Gen-Set), compared to domain adaptation. Examples of the model’s prediction area shown in Figure 20.

Table 2. Performance of model trained with style randomization compared to domain adaptation, baseline, and "upper bound" model trained on real world data. Measured in mean intersection over union

<table>
<thead>
<tr>
<th>Method</th>
<th>MIoU Target-Set</th>
<th>MIoU Gen-Set</th>
</tr>
</thead>
<tbody>
<tr>
<td>Baseline</td>
<td>0.2</td>
<td>0.14</td>
</tr>
<tr>
<td>Domain Adaptation</td>
<td>0.42</td>
<td>0.19</td>
</tr>
<tr>
<td>Style randomization</td>
<td><strong>0.50</strong></td>
<td><strong>0.34</strong></td>
</tr>
<tr>
<td>Train on reality + style randomization</td>
<td>0.54</td>
<td>0.44</td>
</tr>
<tr>
<td>Train on reality</td>
<td>0.55</td>
<td>0.49</td>
</tr>
</tbody>
</table>
Figure 19. Examples of simulation images, what they look like after style randomization, and their semantic segmentation ground truth. Columns are 3 different samples. Rows are: 1) original, 2) the respective augmented image, 3) semantic segmentation ground truth, and 4) augmented image merged with ground truth.
Figure 20. Example predictions model trained with style randomization (left) and ground truth (right). First sample is from Target-Set, and others from Gen-Set.

5.3 Limitations

Style randomization, a neural data augmentation method for images for images, has shown to be an extremely effective, yet simple, way to generalize from simulation to the real world. There exist some limitations, however:

- Many (usually non-object) areas are often purely defined by their texture (e.g. roads, surface types). Strong enough perturbations to such textures may change their semantic meaning (e.g. making a dirt road look closer to asphalt).

- The augmentations made by style randomization can destroy some useful visual information. For example, shadows or consistent colors like green vegetation.
6 Multi-Task Learning with Depth

6.1 Introduction

Multi-Task Learning (MTL) is the simultaneous learning of several tasks with some shared representation. The efficacy of multi-task learning has long been known, and it is described that the training signals for the extra tasks serve as an inductive bias [28].

In Section 5, the intuition was introduced that by using style randomization, we bias the network to think that a pixel’s class is determined by the shape that is formed in its surroundings. This is because changing up the textures via style randomization disproves the idea that the pixel class is defined by the local texture. Similarly, by adding auxiliary tasks, we limit the space of learnable representations, such that all the given tasks should be solvable with one general representation. This is to say, many possible representations are disproved, and only the more general ones remain. This can be considered as a form of regularization.

For several tasks to improve their shared representation, they should be related, such that they find similar features useful. What tasks should then be used for MTL? Zamir et al. studied how well different visual tasks are suited for transfer learning to other tasks, exploiting common structure between the tasks [35]. Standley et al. studied which tasks benefit from being learned jointly [29] by trying out different combinations. The tasks found to be most beneficial to be learned with semantic segmentation were surface normal prediction and depth estimation. Indeed, geometry is a defining property of objects, and networks should be able to extract it.

This intuition motivates the use of depth estimation as an auxiliary task. Perhaps by learning a representation which is able to predict the depth of each pixel, the model acquires some understanding of geometry. Geometry, being fairly consistent across simulation and reality, serves as an inductive bias. While surface normals are a more explicit representation of geometry, a sufficiently accurate depth image implicitly encodes surface normals as well. Depth is also available in most simulators [8, 9, 11].

6.2 Experiments

6.2.1 Method

For depth prediction, an additional head is added to the model. This means that segmentation and depth each have 3 independent layers after the shared backbone. Because the depth ground truth was strictly in the range [0, 255], we normalized it to [-1,1] and used the tanh activation to constrain predictions to that interval. We found that adding this constraint considerably improves prediction quality. Examples of depth ground truth are shown in Figure 21.
Figure 21. Examples of depth ground truth. Rows are 3 different samples. Columns are 1) the original image, and 2) its target depth ground truth. Each pixel in the depth ground truth is measured in meters from the camera in range 0–255. Brighter pixels are further away than dark pixels.

6.2.2 Results

The experiments showed that it is difficult to improve semantic segmentation performance using depth prediction as an auxiliary task. The results are listed in Table 3. Sample predictions are shown in Figure 22. The depth predictions can be used to project the camera image and segmentation to a point cloud, as seen in Figure 23. This allows better interpretability of the depth predictions. In summary, the findings are as follows:

- Training is sensitive to the loss coefficients of the losses. In particular, the coeffi-
coefficients 1:0.15 for segmentation:depth had the best results and even slight changes to this ratio cost performance.

- Contrary to our hypothesis, adding the depth auxiliary loss did not increase generalization. Without using style randomization, the results were strictly worse than the baseline. Interestingly, by adding style randomization, the model performed about the same as without MTL. With enough tuning, combining the two methods produced the best results, but by a negligible margin.

Table 3. Comparison of different hyperparameter combinations. Segmentation loss coefficient is always 1. SR refers to using style randomization.

<table>
<thead>
<tr>
<th>Method</th>
<th>depth coefficient</th>
<th>Batch size</th>
<th>MIoU Target-Set</th>
<th>MIoU Gen-Set</th>
</tr>
</thead>
<tbody>
<tr>
<td>Baseline</td>
<td>0</td>
<td>11</td>
<td>0.2</td>
<td>0.14</td>
</tr>
<tr>
<td>Domain Adaptation</td>
<td>0</td>
<td>11</td>
<td>0.42</td>
<td>0.19</td>
</tr>
<tr>
<td>Style Randomization</td>
<td>0</td>
<td>11</td>
<td><strong>0.50</strong></td>
<td>0.34</td>
</tr>
<tr>
<td>Style Randomization</td>
<td>0</td>
<td>24</td>
<td>0.47</td>
<td>0.30</td>
</tr>
<tr>
<td>Baseline + depth</td>
<td>0.1</td>
<td>11</td>
<td>0.19</td>
<td>0.09</td>
</tr>
<tr>
<td>Baseline + depth</td>
<td>0.15</td>
<td>24</td>
<td>0.16</td>
<td>0.09</td>
</tr>
<tr>
<td>SR + depth</td>
<td>0.1</td>
<td>11</td>
<td>0.44</td>
<td>0.30</td>
</tr>
<tr>
<td>SR + depth</td>
<td>0.15</td>
<td>11</td>
<td>0.49</td>
<td>0.34</td>
</tr>
<tr>
<td>SR + depth</td>
<td>0.25</td>
<td>11</td>
<td>0.40</td>
<td>0.28</td>
</tr>
<tr>
<td>SR + depth</td>
<td>1.0</td>
<td>11</td>
<td>0.38</td>
<td>0.25</td>
</tr>
<tr>
<td>SR + depth</td>
<td>0.15</td>
<td>24</td>
<td><strong>0.50</strong></td>
<td><strong>0.36</strong></td>
</tr>
<tr>
<td>Train on reality</td>
<td>0</td>
<td>13</td>
<td>0.55</td>
<td>0.49</td>
</tr>
</tbody>
</table>
Figure 22. Segmentation and depth predictions by (a) baseline + depth model, and (b) style randomized + depth prediction model.
Figure 23. Pseudo point cloud made using the depth predictions. The RGB camera image and color-coded segmentation are projected onto the points. 3 different points of view are shown, from close to far.
6.3 Limitations

Though having potential, multi-task learning has several limitations in practice, as reflected in our results. To summarize:

- Multi-task learning can be hard to train. Several works have shown that a good set of loss weights or gradient manipulation may be needed to achieve a symbiotic relationship between the tasks [30, 36, 37].

- The training pipeline and model architecture have to be modified to accommodate auxiliary tasks.
7 Final Results

In this work, we considered three methods for simulation to real transfer: domain adaptation using CycleGAN, domain randomization via style randomization, and multi-task learning with depth prediction. We provide an ablation study in Table 4. The Target-Set column describes how well the model trained in a simulation environment generalizes to a similar real world environment (i.e. visual changes). The Gen-Set column describes how well the model generalizes to new real world environments (e.g. in summer, not winter), measuring how inductive is the learned model.

Table 4. Ablations of used methods. Best results of each column are in bold. Baseline is the model trained on simulation images without any of the tested methods applied. Final row is the “upper bound” model trained on real-world data from the test environments.

<table>
<thead>
<tr>
<th>Method</th>
<th>MIoU Target-Set</th>
<th>MIoU Gen-Set</th>
<th>Samples</th>
</tr>
</thead>
<tbody>
<tr>
<td>Baseline</td>
<td>0.2</td>
<td>0.14</td>
<td></td>
</tr>
<tr>
<td>Domain Adaptation (DA)</td>
<td>0.42</td>
<td>0.19</td>
<td>Figure 17</td>
</tr>
<tr>
<td>Style Randomization (SR)</td>
<td><strong>0.50</strong></td>
<td>0.34</td>
<td>Figure 20</td>
</tr>
<tr>
<td>depth</td>
<td>0.19</td>
<td>0.09</td>
<td>Figure 22a</td>
</tr>
<tr>
<td>SR + depth</td>
<td><strong>0.50</strong></td>
<td><strong>0.36</strong></td>
<td>Figure 22b</td>
</tr>
<tr>
<td>DA + SR + depth</td>
<td><strong>0.50</strong></td>
<td>0.32</td>
<td></td>
</tr>
<tr>
<td>Train on reality / upper bound</td>
<td>0.55</td>
<td>0.49</td>
<td></td>
</tr>
</tbody>
</table>
8 Conclusion

This thesis considered three approaches for simulation to real world generalization of neural networks trained for semantic segmentation. The experiments were done with three datasets: the training dataset extracted from a simulation, a test dataset from a real world environment semantically similar to the simulation, and a generalization test dataset which is not similar to the simulation.

Firstly, this thesis experimented with unsupervised domain adaptation using CycleGAN. The generalization from the simulation to the target real environment improved significantly. The network failed to learn inductive representations, however, demonstrated by poor generalization to new environments.

Secondly, data augmentation using style randomization was tested. This approach was both easier to implement and enabled the model to generalize even to unseen environments in the real world.

Thirdly, multi-task learning was applied by using depth prediction as an auxiliary loss. Though the proposed intuition suggests that the network should generalize better, our experiments did not confirm this. Furthermore, this method showed to be highly sensitive to hyperparameters.

Finally, the tested methods were combined to see how well they complement each other. No benefit was observed when applying domain adaptation using CycleGAN and style randomization together. By combining depth estimation and style randomization, we were able to get the best results. The improvement was small, though, and probably not worth the effort required for successful multi-task learning.

Future work includes studying data augmentation using techniques that are more expressive than style transfer, such as generative networks similar to CycleGAN. Meta-learning (learning how to learn) is a related topic which was not covered in this thesis, but is interesting in the context of generalization. Multi-task learning was also not fully explored, as there are many tasks in addition to depth estimation to evaluate, as well as advanced methods to stabilize multi-task learning. Perhaps the multi-task learned models are more amenable to fine-tuning as well.

To summarize, this thesis found style randomization to be the best performing and simplest method to apply for simulation to real generalization. Being able do deploy simulation-trained models to the real world is highly valuable, as it allows training of algorithms that may be unfeasible or very expensive to do on real world data. As such, we will continue to see research into methods to advance sim-to-real generalization.
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