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Abstract
Machine Learning (ML) has demonstrated significant potential in data-driven applica-
tions, particularly in real-time use cases through online ML, which processes data streams
and handles concept drift (changes in data distribution) dynamically. Automated ML
(AutoML) seeks to streamline ML pipeline tasks like hyperparameter optimization (HPO)
and model selection for improved performance. While some efforts have been made
to integrate online ML and AutoML, research on automated online clustering remains
limited. This thesis focuses on developing a potential HPO solution in online clustering
settings. The aim was to propose an ensemble-based approach that leverages more than
one internal clustering validation index (CVI) to address the evaluation problem in online
clustering. HPO was implemented on top of the river framework. To compare the
performance of HPO in online clustering, two online clustering algorithms were used
on six synthetic datasets with ground truth labels. In HPO, models were separately
optimized towards two internal CVIs, the Silhouette score and the Calinski-Harabasz
Index, and models were compared by using an external CVI, the Adjusted Rand Index. In
the experiments, (a) default online clustering algorithms with default parameters, (b) the
best optimized online clustering algorithms, and (c) the ensemble of the best optimized
models were compared. The findings revealed that the efficacy of HPO varies depending
on the data type. In k-centroid-based datasets, the Silhouette-optimized model and the
ensemble model outperformed other clustering solutions, while HPO and ensembling
did not yield superior results in S-curve datasets.

Keywords: autoML; online ML; online clustering; hyperopt; river
CERCS: P170 - Computer science, numerical analysis, systems, control)
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may be useful - but it likely
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algorithms for data 
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Automatiseeritud masinõppe suunas: hüperparameetrite optimeeri-
mine online-klasterdamises

Lühikokkuvõte
Masinõpe (ingl k machine learning; ML) on näidanud suurt potentsiaali andmepõhistes,
eriti reaalajas kasutatavates rakendustes, kasutades online-ML-i, mis töötleb andmevooge
ning kohandub dünaamiliselt andmejaotuste muutusega. Automatiseeritud ML (AutoML)
püüab automatiseerida mitmeid ML töövoos sisalduvaid ülesandeid nagu hüperpara-
meetrite optimeerimist (HPO) ning (parima) mudeli valikut. Kuigi on teadustöid, mis on
püüdnud ühendada online-ML-i ja AutoML-i, on automatiseeritud online-klasterdamise
alase töö hulk piiratud. Käesoleva magistritöö fookuses on potentsiaalse HPO lahenduse
arendamine online-klasterdamises. Eesmärgiks oli arendada mudelite ansamblimisel
põhinev lähenemine, mis kasutab rohkem kui ühte sisemist klastrivalideerimisindeksit
(KVI), et adresseerida mudeli hindamise probleemi online-klasterdamises. HPO ra-
kendamiseks kasutati river raamistikku. HPO tulemuste testimiseks on rakendatud
kahte online-klasterdamise algoritmi kuuel sünteetilisel andmestikul koos klastrikuu-
luvuse märgenditega. HPO-s optimeeriti mudeleid eraldi KVI-ga (Silhouette-i skoor
ning Calinski-Harabaszi Indeks) ning mudeleid võrreldi omavahel välise KVI, Kohan-
datud Randi Indeksi abil. Eksperimentides võrreldi (a) vaikimisi hüperparameetritega
online-klasterdamisalgoritme (b) parimate optimeeritud online-klasterdamisalgoritmide
ning (c) parimatest optimeeritud mudelitest kokku pandud ansambel-mudeli sooritusega.
Tulemustest selgus, et HPO sooritus võib sõltuda andmete tüübist. K-tsentroidide põhis-
tes andmestikes näitasid parimat sooritust parimad Silhouette-iga optimeeritud mudelid
ning ansambel-mudelid. Samas aga ei olnud HPO-l ning mudelite ansamblil sooritust
parandavat efekti S-kõvera põhistes andmestikes.

Võtmesõnad: autoML; online-ML; online-klasterdamine; hyperopt; river
CERCS: P170 - Arvutiteadus, arvutusmeetodid, süsteemid, juhtimine (automaatjuhti-

misteooria)
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1 Introduction
The amount of data generated by humans and machines is ever-increasing. It has been
estimated that by 2025, the amount of data created will exceed 180 zettabytes [64]. The
major technological advancements over the past decades, especially those powered by
the Internet (e.g., social media, e-commerce platforms, mobile applications, etc.), have
been pivotal in this data generation. Additionally, many contemporary applications and
technologies, especially those including or relying on sensors (e.g., Internet of Things or
IoT devices, autonomous systems such as vehicles, etc.) can produce large volumes of
data in real-time. Assuming that there will be more such devices implemented in everyday
life in the foreseeable future, the need for solutions for data storage and management,
as well as extracting knowledge via analysis, is increasing. Here, the utilization of
machine learning (ML) and artificial intelligence (AI) – data-driven frameworks aimed at
improving the performance of given tasks [43] – come into play, as these techniques can
be used to process the generated data for knowledge extraction, insights, and decision-
making.

However, there may be several challenges when using ML. Creating optimal models
can be a complex and time-consuming process, as it may involve data preprocessing
(e.g., handling missing values, ensuring the right data types for models, scaling the data),
feature engineering and extraction (e.g., aggregating features, dimensionality reduction,
selecting meaningfully impactful features), as well as choosing the ML algorithm for
optimal task performance, tuning the (hyper)parameters in various steps, and deployment
[42]. This process is commonly known as constructing an ML pipeline [28], and as can
be inferred from the description, may require a high level of expertise from the pipeline
engineer.

To that end, over the recent years, the development of automated machine learning
(AutoML) systems has been on the rise. The primary task of AutoML systems is
to automatically set the hyperparameters of ML pipelines for optimized performance
[33]. As discussed in [33], the main use cases for using an AutoML system are to
improve the ML pipeline performance, reduce human effort, and make ML pipeline
construction more accessible for people with less ML-domain knowledge (the so-called
"democratization" of ML), and allowing comparison and benchmarking of ML pipelines
(improving reproducibility). Consequently, for example, a data scientist who spent a lot
of time on manually tuning an ML pipeline could gain more time for other tasks, while
AutoML aims to find an optimal model.

Because data sources are becoming more ubiquitous and faster compared to earlier
decades, ML as a field has also been evolving from working with static to handling
dynamic data [30]. Yet dynamic data – also known as data streams – introduce additional
challenges. In the more traditional ML approach, data is typically processed as a batch,
meaning that the entire dataset is analyzed at once. However, because data streams can
be generated in real-time at a high rate as a continuous flow, often one instance at a
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time, ML algorithms would need to be, at least theoretically, updated with every new
data instance [13]. This could pose several limitations, such as running into issues like
insufficient memory or long model training times. In addition, the distribution of the
streaming data could change over time and introduce outlier instances; an ML framework
working with these problems should be able to take these possibilities into account. To
address these issues, the so-called "online" algorithms have been proposed [35]. In other
words, Online ML is designed to work with data streams [48]. An Online ML framework
enables continuous model updating with the arrival of new data, typically requires fewer
computational resources, and makes the learning process more efficient than when using
batch-based ML. Because of this, the framework can be suitable for data applications
that require real-time decision-making, as in the Online ML settings, the models are
dynamically updated with the most recent data.

Although several AutoML as well as online ML frameworks have been developed
over the past years, typically focusing on supervised learning, i.e., classification and
regression problems (see Section 1.1.3), research on Online AutoML is still scarce,
especially for clustering. This may be explained by the complexity of the task, as well as
a potentially limited set of (obvious) use cases and application areas. Nevertheless, the
ubiquity, volume, and velocity of data generation, and the potential need for knowledge
extraction are not ignored, motivating many researchers to invest time, resources, and
effort to improve Online AutoML (also in clustering problems).

The aim of this work is to contribute to the research domain of online automated
unsupervised ML, specifically, in clustering. While the scope of this thesis does not
encompass every aspect of automated online clustering, it offers comprehensive back-
ground information on various facets of this approach. The primary objective is to
provide context for the thesis and showcase numerous opportunities for expanding upon
this work or developing one’s own framework within the realm of automated online
clustering. In essence, it is hoped that interested readers will find this thesis to be a
valuable resource for building their own AutoML systems.

This said, the present thesis is organized as follows: In the Introduction section, an
overview of AutoML as well as Online ML tasks and characteristics as well as various
frameworks is provided. In addition, some potential use cases of Online ML are outlined.
The last part of the Introduction provides an overview of the scope and the contributions
of the thesis, as well as how the solution is planned, and what are the expected results.
In the Methods section, experiment design and configuration are described, followed
by an overview of datasets used for the present study’s experiments, the algorithms and
their search spaces implemented in this thesis, and a description of how the results of
models are compared. In the Results section, the main findings are presented, followed
by the Discussion where the findings are analyzed in the context of the study’s goals.
The main contributions derived from the findings are discussed alongside limitations and
future perspectives. Finally, in the Conclusions, the main insights of the present thesis
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are summarized.

1.1 Automated Machine Learning (AutoML)
Automated machine learning, or AutoML, has been defined as the process in which an
ML pipeline – which may include data preprocessing, feature engineering and extraction,
model hyperparameter tuning, and selection – is constructed in a data-driven way [28]. In
other words, AutoML should minimize the manual work that a person needs to do when
constructing such a framework. In turn, this would help to facilitate the democratization
of ML, or making a wide variety of ML-related tools, platforms, and data sources more
(easily) accessible to more people [15].

1.1.1 Problem Definition

Although the typical tasks of AutoML are described in the next subsection, it is also im-
portant to define the main problem that AutoML aims to solve: the Combined Algorithm
Selection and Hyperparameter Optimization, or the CASH problem [22]. This problem
can be summarized with the following formula:

A∗, λ∗ = argmin
Ai∈A, λi∈Λ

L(Ai(λi), D) (1)

In Formula 1, D represents a fixed data set, A is a set of ML algorithms {A1, . . .,
Am} - in the context of present work, clustering algorithms -, and λi represents the
hyperparameters of a given algorithm Ai. Altogether, L(Ai(λi), D) denotes the loss of
Ai, given the hyperparameters λi ∈ Λ on D. Then, as can be seen from the formula, the
solution to the CASH problem is to find the joint algorithm and hyperparameter settings
that minimize that loss.

The CASH problem can also be adapted for online ML settings (Formula 2).

A∗, λ∗ = argmin
Ai∈AOL

L(Ai(λi, t), Dt−1, Dt) (2)

Here, AOL denotes the set of online (clustering) algorithms. A∗
λ,t is continuously

trained on the previous data batch Dt−1 and evaluated on the present data batch Dt. It is
worth noting that t here denotes a time window that could either be a batch of data or
a continuously arriving number of instances that would trigger training. In the context
of clustering, the loss metric is either an internal or external clustering validity index
(please see the section 1.2.4 for more details on clustering evaluation).

1.1.2 AutoML tasks

A given AutoML system may aim to optimize a particular task or a set of them. In a
review paper [69], eight specific tasks that various developed AutoML frameworks aimed
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to automate, as well as seven methods to achieve optimally automated task outcomes
are outlined. The vast majority of published AutoML systems identified in the review
included aiming to solve the CASH problem. In addition, many frameworks also aimed
to automate data preparation, feature engineering, and model estimation. Finally, pipeline
post-processing and explainability options should also be taken into account. Below is a
brief overview of some of the AutoML tasks:

• Hyperparameter optimization (HPO). Typically, ML models’ hyperparameters
need to be set before fitting the model. However, in some cases, the number of
hyperparameters, as well as their broad range, can mean spending a lot of time
on exploring the optimal hyperparameter configuration. Hence, it may not be
surprising that HPO is one of the most explored topics in AutoML research [69]. In
the literature, the challenge of finding the best set of hyperparameters for a model
is known as the HPO problem. There are several techniques for this task [22]1:

– Exhaustive Grid Search is considered the most basic HPO method, as it spec-
ifies a finite set of values for each parameter and the idea is to search through
the entire grid of these value combinations. Generally, the advantages of this
method are the ease of implementation, taking advantage of parallelism, and
the possibility of implementing all parameter types. The limitation of this
method is that the search space grows exponentially and that some continuous
values need to be discretized. Grid search is an unguided search technique,
as there is no reliance on solutions found in previous search runs.

– Random Search is an alternative to grid search where the configurations are
sampled randomly from the entire hyperparameter search space. Random
search allows for spotting more promising search space areas earlier than grid
search. Random search has the same advantages as Grid Search; moreover,
random search allows for flexibility in computation budget, i.e., the user of
this framework can allocate the computation budget and explore the promising
hyperparameter search space areas. The limitation of this technique is poor
scalability - when there is a high number of hyperparameters, there are still
many samples that need to be covered. Like grid search, random search is an
unguided search technique.

– Population-based methods (e.g., genetic and evolutionary algorithms, particle
swarm optimization, ant colony optimization, etc.) are optimization algo-
rithms that maintain a set of configurations ("populations") to be improved
upon in the next iterations by applying local perturbations ("mutations") and
combinations of different optimization model solution parts ("crossover")

1The overview of the list of HPO techniques, along with descriptions, is primarily based on [22]. Hence,
if other sources are not referenced, it can be assumed that the outlined source was used.
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to obtain a "new generation" of better configurations. The advantages are
conceptual simplicity, the possibility of all parameter types, and paralleliza-
tion. However, these methods may introduce difficulty in getting the balance
between exploration (discovering promising hyperparameter areas) and ex-
ploitation (refining the promising search space) and may not be well-suited
for problems like HPO where a high number of evaluations may be needed
until appropriate convergence [2].

– Bayesian Optimization (BO) is a global optimization (i.e., finding the optimal
solution across the entire search space) framework which is especially useful
in optimizing complex and expensive functions. It has two components:
(a) a surrogate model and (b) an acquisition function. The former is an
approximation of the objective function. The latter refers to a function that
is used for guiding the search process; it also aims to balance exploration
and exploitation. The main advantages of BO are data-efficient optimization
(especially in comparison to grid or random search), balancing exploration
and exploitation, implementing prior knowledge from previous searches,
and handling noise. The disadvantages are that BO may be computationally
expensive (especially if the search space is large) and it does not guarantee
finding the global optimal solution.

• Model Selection and Hyperparameter Tuning. This is also known as the CASH
problem (discussed in section 1.1.1), and it can be viewed as an extension to
the HPO problem [22]. In addition to aiming to optimize the parameters of a
given model for a given dataset and task, this problem also implies that there are
several models which need their hyperparameters to be tuned, and then the best-
performing model needs to be selected. In addition to BO and population-based
methods mentioned above, the following approaches have been used for solving
the CASH problem:

– Meta-learning leverages meta-data on how ML models learn in order to
learn new tasks faster [68]. Its general advantages are faster model selection,
data efficiency (as it learns from previous experience), and adaptability to
new tasks. However, the disadvantages may arise when there is limited
information on previous models. Additionally, when the learned tasks do not
represent new data well, the learner can produce misleading results.

– Portfolio-based methods approach the algorithm selection problem by first
creating a diverse "portfolio" of various algorithm parameter settings, which
is then followed by using an algorithm selector to choose the parameter
settings that have previously shown good performance [6]. Portfolio-based
methods can be generally divided into two subgroups: (a) static and (b)
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dynamic portfolios [60]. Static portfolios are assembled offline (the models
are chosen and fixed before deployment), whereas dynamic portfolios are
ensemble methods that are adaptive and typically used in online ML. Static
portfolios are typically simple to implement and computationally efficient;
dynamic portfolios, however, are highly adaptive and suitable for continuous
model updates. On the other hand, static portfolios are not as flexible and
typically not suitable for adapting to changes, while dynamic models may be
complex to implement and could be computationally less efficient.

• Data pre-processing, feature engineering, and feature selection. One of the
challenges in data analysis is the variety of data types and quality of data [69].
Especially in cases involving real-life data, it is seldom that raw data does not
need cleaning, transformations, etc. Here, questions like if (and what kind of) data
scaling (method) should be used, how should the missing data be handled, and
how to represent categorical variables in the models are highly relevant. Finally, in
some cases, not all features in the model are equally informative (i.e., useful). A
selection of appropriate features could significantly affect model performance.

• Other tasks. AutoML may also aim to implement post-processing: for instance,
after several candidate models are trained, one may ensemble the best solutions
together to improve the total performance [18]. Instead of doing it manually, a
data scientist should be able to use automated solutions. Additionally, in some
cases, a stakeholder may be interested in acquiring explanations for how the model
functions or how it made the predictions [73].

1.1.3 Offline AutoML Frameworks

Below is a (roughly-chronological) overview of various AutoML systems developed until
the writing of this thesis (Spring 2023). Each framework is described briefly, and the
interested reader has the possibility to get a more in-depth view of a particular framework
from the referred publication. It should be noted, however, that this list may not be
exhaustive because it is likely that many (new) frameworks are in the development
stage, hence, may not be published or at all accessible. While it can be acknowledged
that various parties may have or are presently developing proprietary AutoML systems,
the present work only covers openly accessible, i.e., open-source, frameworks. In
addition, only the frameworks used for classification/regression/clustering tasks are
mentioned, excluding frameworks for non-tabular data (i.e., images, audio) as well as
deep and reinforcement learning. The interested reader can find some information on
these systems in [20]. Several other papers have provided a more in-depth description of
the below-described frameworks (for instance, see dedicated chapters in [33] or [20], for
a concise overview).
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1.1.4 AutoML systems for offline supervised ML

In this section, the AutoML frameworks for supervised ML (e.g., classification and
regression) are outlined.

• Auto-Weka [66]. Written in Java, Auto-WEKA is considered to be the pioneering,
first AutoML framework. It implements Bayesian optimization for model selection
and hyperparameter tuning.

• Hyperopt-Sklearn [36]. Hyperopt-Sklearn implements hyperopt [7] which
supports different data pre-processing and regression and classification algorithms,
as well as a number of optimization techniques, such as random search and
Bayesian optimization techniques.

• Auto-Sklearn [23]. In Auto-Sklearn, meta-learning is used for the initializa-
tion of combined algorithm selection and hyperparameter tuning. Sequential
Model-based Algorithm Configuration (SMAC) is used as a Bayesian optimization
technique. Additionally, ensembles are used for improving the performance. Auto-
Sklearn has also been further developed to PoSH (POrtfolio Successive Halving)
[24], also called as Auto-Sklearn 2.0, where budget allocation as a complementary
design choice to model selection was introduced.

• TPOT [53]. TPOT (Tree-based Pipeline Optimization Tool) is based on genetic pro-
gramming and, in essence, it explores various possible pipelines which include data
pre-processing, feature engineering, and regression and classification algorithms.

• RECIPE [62]. In RECIPE (REsilient ClassifIcation Pipeline Evolution), custom clas-
sification pipelines are built from grammar-based genetic programming algorithms
(utilizing predefined rules to create structured programs).

• MLPlan [44]. In MLPlan, a hierarchical task network algorithm is used, where the
search space is depicted as a large tree graph with each node as a goal node of a
full pipeline.

• Auto-MEKAGGP [61]. Auto-MEKAGGP implements grammar-based genetic program-
ming and is primarily designed for multi-class classification problems. Since the
original paper [61], several additions have been developed for the MEKA project
[59] for multi-class classification.

• AutoStacker [14]. AutoStacker is an ensemble method where different pipelines
are combined (as opposed to a single model) to find the best-performing combina-
tion. Evolutionary search algorithms are used as the optimization method.
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• SmartML [41]. SmartML was the first AutoML package for use in the R language
and statistical computing environment. Hyperparameter tuning used is based on
SMAC Bayesian optimization, and meta-learning is also implemented.

• Autocompboost [16]. Autocompboost (Automatic Componentwise Boosting) is
a system that can construct an interpretable additive model, which can be fitted
using a scalable componentwise boosting algorithm.

• GAMA [29]. GAMA (General Automated Machine learning Assistant) was developed
for end-users and AutoML researchers. The tool provides the possibility to gener-
ate optimized ML pipelines, which contain data pre-processing, hyperparameter
tuning, and classification and regression algorithms.

• FLAML [70]. FLAML does not implement meta-learning or ensembling in order to
provide faster computation. It uses Estimated Cost for Improvement (ECI) based
sampling of learners, randomized direct search, and ECI-based choice of sample
size.

1.1.5 AutoML systems for offline unsupervised ML

In this section, the AutoML frameworks for clustering are outlined.

• AutoClust [58]. AutoClust implements meta-learning for algorithm selection,
Bayesian optimization for hyperparameter tuning, and the optimization process
combines ten internal clustering validity indices (CVIs). In this proprietary frame-
work, two phases can be outlined: (a) the offline learning phase and (b) algorithm
selection. In the former, a set of meta-features is extracted for each dataset, different
clustering algorithms are applied with various configurations, and the performance
(CVIs) of the algorithms is stored. In the algorithm selection phase, the k-nearest
neighbor method is implemented to identify the most similar meta-features to
the data at hand. The best-performing clustering algorithm is obtained from the
meta-knowledge repository.

• AutoML4Clust [67]. AutoML4Clust is an automated clustering system where the
hyperparameters of k-center based clustering algorithms are tuned; specifically,
only the number of clusters is tuned while using one CVI. Three internal metrics for
the evaluation phase are used: Silhouette score, Davies-Bouldin Index (DBI), and
Calinski-Harabasz Index (CHI), but they are not ensembled. In the optimization,
Random search, Bayesian optimization, Hyperband, and Bayesian Optimization
and Hyperband (BOHB) are the options for best model search.

• AutoCluster [40]. AutoCluster leverages meta-feature extraction. This frame-
work implements several clustering techniques (e.g., KMeans and DBSCAN)
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and allows for iterative clustering solution improvement. In AutoCluster, meta-
features are extracted, and an ensemble of multiple CVIs (Silhouette score, Davies-
Bouldin Index, and Calinski-Harabasz Index) are used.

• cSmartML [19]. cSmartML implements meta-learning for algorithm and evaluation
criteria selection in combination with an evolutionary algorithm for hyperparameter
tuning and optimization of several CVIs. The framework consists of the following
stages: (a) input, (b) algorithm and metric selection, (c) HPO, and (d) output
computation and knowledge base update. The algorithm and metric selection
consists of two parts: at first, meta-features are extracted, followed by meta-
learning recommendation (i.e., which algorithm and evaluation metric are likely
to perform well). For optimization, a genetic algorithm (Non-dominated Sorting
Genetic Algorithm II; NSGA II [17]) is implemented. In order to parallelize the
HPO process, hyper-partitioning (subsetting hyperparameter trees with main and
conditional hyperparameters) is used. Upon the computation of best solutions, the
knowledge base is updated.

• TPE-AutoClust [21]. TPE-AutoClust is an end-to-end automated clustering sys-
tem that optimizes feature preprocessors and clustering algorithms. It implements
meta-learning and an ensemble of CVIs. The process in TPE-AutoClust is as
follows: first, meta-features are extracted, and the similarity between the new and
the previous datasets is computed. In case there are well-performing pipelines
in the store, they can be used to warm-start the optimization process where the
NSGA-II is used to optimize the model towards multiple internal CVIs (Silhouette
score, CHI, DBI). Once best solutions for each CVI are retrieved, a consensus
function (majority voting) is used for ensembling the partitions into an optimal
data partition.

1.2 Online Machine Learning
The way how ML models are trained and the outputs (i.e., predictions) received could be
categorized to offline and online approaches. The main difference in these processes is
how the model learns from data [30]: Offline ML (also known as batch learning) uses
a fixed dataset to train the model once and typically requires the entire dataset to be
available upfront. Online ML, also known as streaming (or sometimes: incremental2)
learning, on the other hand, is characterized by the model learning from a continuous
stream of data.

2Although one could find literature where "online" and "incremental" learning are treated synonymously,
a distinction should be noted. In online learning, the model is updated with each incoming data instance
without storing the data, whereas incremental learning involves training the model on batches of new data,
rather than instance-by-instance [50].
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An important factor in online ML is concept drift which stands for change in data
distribution [71]. Concept drift is a major potential problem in online ML, because it can
affect model accuracy. This, in turn, might also increase the number of false positives or
false negatives, and this could lead to decreased trust in the model. Additionally, changes
in data may require re-training the model to address the accuracy problems, potentially
increasing effort for model maintenance.

Generally, the following drift types are differentiated: abrupt, gradual, incremental,
and recurrent [63]. Abrupt drift means that the data distribution changes suddenly.
Gradual drift refers to slow and steady change in the underlying data distribution over
time. Incremental concept drift can be noticed when the data distribution changes over
time in small increments. Finally, recurrent drift means that the data distribution changes
periodically.

In order to take action against concept drift, drift detectors are commonly imple-
mented in online ML. Drift detectors are algorithms that monitor and detect changes
in the underlying data distribution during online ML [27]. In supervised ML, where
the data has ground truth labels, (one of the) two drift detectors are commonly used:
Early Drift Detection Method (EDDM) [3] and ADaptive WINdowing (ADWIN) [9].
The former observes the average distance between classification errors, while the latter
monitors the data distribution over a defined window of instances (i.e., the latest batch of
data of defined size). EDDM is generally considered to provide better drift detection,
especially in gradual drift instances [13].

EDDM is most useful when ground truth is available - this is rarely the case in
clustering. For unsupervised drift detection, the Page-Hinkley test can be used. It is a
change-point detection technique that can be advantageous in situations where ground
truth labels are unavailable or unreliable [49]. Unlike ADWIN or EDDM, which rely
on classification errors or data windows, the Page-Hinkley test is based on analyzing
the data distribution itself. By detecting shifts in the mean of the underlying data, the
test allows clustering algorithms to adapt their models in response to changes in data
distribution.

Another key characteristic of online learning is prequential evaluation, or interleaved
test-then-train evaluation [26]. With each data instance, the model first makes a prediction,
evaluates the prediction (e.g., by an error measure), and then updates the model. The
advantage of this approach is that the model is always tested on unseen data (similar to
test data in offline ML), it is computationally efficient, and is useful in drift detection,
i.e., changes in error distributions between the predicted and ground truth values can help
with timely adaptation when drift is present (in supervised online ML).

1.2.1 Use Cases of Online ML

As the nature of online ML implies, it is highly suitable for situations where there is a
continuous stream of (real-time) data which would make the (re-)training of the original
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(offline) ML model not feasible. In addition, online ML models can adapt to changes in
data distribution which can occur in real-time. To this end, online ML provides several
application opportunities. Below are some of the examples - certainly not an exhaustive
list of applications, but it should provide insights into the potential of online ML.

• Anomaly, outlier, and fraud detection [5, 37]: online clustering can be applied for
detecting abnormal data instances that do not fit into identified clusters in contexts
like financial transactions (detecting potential fraud), or network activity.

• Customer segmentation [11]: customer segments can be very volatile, and online
clustering could be used to adapt to these changes in real-time.

• (Human) Movement patterns [38]: clustering can help with identifying different
movement patterns in humans (can also be used for anomalous movement pattern
detection), potentially in real-time applications.

• Traffic congestion estimation [45, 56]: online clustering could help with tracking
real-time network traffic to, e.g., identify congested areas in traffic.

1.2.2 Online ML frameworks

• MOA (Massive Online Analysis) [10]. It is a framework designed for online learning
from data streams, specifically for classification and clustering.

• Vowpal Wabbit [39]. Vowpal Wabbit has several ML techniques, including
online, hashing, allreduce, reductions, learning2search, active, and interactive
learning.

• River [47]. River is an online AutoML framework that combines the previously-
developed Scikit-multiflow [48] and creme [31] libraries. It includes methods
for supervised (regression, classification) as well as unsupervised (clustering)
learning. It is built to take into account online ML specifics, such as concept drift
and model evaluation in online learning settings. River is also designed to be
resource-efficient and user-friendly. Of note, River is the first open-source project
that includes online clustering [46]. The algorithms and metrics of relevance to the
present work are discussed in sections 2.1.2 and 2.1.3.

1.2.3 AutoML systems for online supervised ML

By the time of writing the present work, there is a limited number of AutoML systems
that have been developed for online ML. In the frameworks (listed below), there are
presently no modules for unsupervised ML – though they do typically support regression
and classification-based algorithms and approaches.

17



• Cha-Cha (Champion-Challengers) [72]. The Champion-Challengers, or Cha-Cha,
framework aims to balance computational effort by categorizing choices based on
their learning cost and assigning resources only to the most promising algrorithm
search spaces. Cha-Cha considers one base learning algorithm at a time and tries
to find promising hyperparameter settings for the algorithm. The main idea behind
Cha-Cha is as follows: a data instance is used as input to the "live" model pool
(collection of model variants, the pool size is defined by the user). The instances
are then predicted and compared to ground truth, starting with the "Champion"
model (i.e., the model with the best performance). In case the model performance
is significantly worse than the performances of other models in the pool (the
"Challengers") based on a statistical test, the better model is "promoted" to be the
"Champion", and its search space is further expanded based on the pre-defined
resource budget (e.g., run time). At any given time point, the number of models in
the "live" pool is constant (e.g., k = 5); this means that as soon as better models
are found, the model pool is updated so that the worse models are excluded from
the pool.

The architecture of Cha-Cha is relatively complex, and the main limitation of this
framework is that although it aims to solve the HPO problem on the go, it is not
capable of solving the CASH problem, as Cha-Cha does not support optimization
of complete ML pipelines (with pre-processing), because it does not explore the
large space of learning algorithms.

• Online AutoML (OAML) [13]. The Online AutoML, or OAML, is a framework that
aims to combine AutoML with the adaptability of online learning algorithms.
The search space includes online learning algorithms, ensembling methods, and
preprocessors. OAML simultaneously selects and optimizes hyperparameters by
using optimization techniques, such as an asynchronous evolutionary algorithm
and asynchronous successive halving. Additionally, the system includes backup
ensembles and model stores to counter concept drift.

The system itself relies on both offline and online learning phases. In the offline
phase, the best pipeline is searched based on the allocated resource budget (e.g.,
runtime) on a batch of streaming data. Once the best pipeline is found, it is fitted
on the available data and passed to the online learning phase. In the online learning
part, data instances are assumed to arrive one at a time. Here, the prequential
evaluation approach is used. By using the performance of the model per each
instance, concept drift detection is implemented. If no drift is detected, the model
continues instance-by-instance learning; however, in case concept drift is detected,
the entire learning process goes back to the offline phase (i.e., searching for the
best pipeline).

OAML supports three methods to update the old model: basic, ensemble, and model
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store approach. The basic method is suitable for abrupt concept drift, and in this
case, the old model is completely disregarded, and a new one is built from scratch.
In the ensemble approach, when concept drift occurs, the old pipeline is compared
to a backup ensemble of pipelines based on predictive values of the sliding window.
If the ensemble is better, it replaces the old pipeline. Finally, the model store
refers to keeping a user-defined number of individual best pipelines in memory. In
essence, it is a history of the best pipelines.

In their work [13], the authors demonstrated that there is no single approach that
outperforms others in all cases. For instance, the ensemble approach performed
consistently well with various kinds of concept drift, while using a model store
seemed to perform the best with recurrent concept drift.

1.2.4 AutoML systems for online unsupervised ML

Developing automated online ML systems for unsupervised learning is challenging. In
addition to concept drift in online learning, unsupervised learning settings typically lack
the ground truth labels that are needed for error measurement. To address this, several
works (please see section 1.1.5) rely on (a combination of) clustering validity indices.
There are generally two types of validation approaches [32]: external validation refers
to using previous knowledge about the data (e.g., having ground truth labels), whereas
internal validation is based only on the intrinsic information retrieved from the data.

Clustering validity indices generally rely on the combination of compactness and
separability [32]. Compactness refers to the closeness of cluster elements, and it is
commonly assessed with variance. Separability, on the other hand, aims to depict how
distinct two given clusters are; typically, the distance between two different clusters is
used as the measure. Based on these concepts, there is a large number of various internal
and external CVIs. Below is a list of some commonly used internal CVIs [32]:

• Silhouette Score: This index evaluates the similarity within clusters and the dissim-
ilarity between clusters. Typically, the score ranges between [-1; 1] with higher
scores indicating that the data instance fits the cluster better. However, in the river
implementation, a Silhouette score of 0 indicates a better fit.

• Calinski-Harabasz Index (CHI): This index assesses the ratio of between-cluster
dispersion to within-cluster dispersion. Larger values indicate better cluster defini-
tions.

• Davies-Bouldin Index (DBI): This metric calculates the average similarity between
clusters, aiming to identify sets of clusters that are compact and well-separated.
Lower values indicate a better clustering solution.
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• Dunn Index: This index assesses the proportion of the smallest inter-cluster distance
to the largest intra-cluster distance. Larger values correspond to a good clustering
solution.

As mentioned, it is rarely the case that there are ground truth labels in real-life
datasets. Hence, researchers have either used some commonly known real-life datasets
with ground truth labels (usually from multi-classification problems) or synthetic data
(e.g., see [21] or [12], for examples). In these cases, external CVIs are used. In essence,
these indices compare the clustering assignments to true labels to evaluate how well a
given clustering algorithm maps the patterns of the data. Below is a list of commonly
used external CVIs [32]:

• Adjusted Rand Index (ARI): By considering all data points, ARI assesses the
agreement between two clusterings. The range of this index is between [-1; 1], and
1 indicates perfect agreement.

• Adjusted Normalized Mutual Information (ANMI): This index assesses the re-
lationship between two clustering assignments while accounting for chance and
normalizing cluster sizes. The range of values is [0; 1]; 1 indicates a perfect
solution.

• Purity: This metric shows how much a single cluster contains data instances from
a single class. The range for Purity is [0; 1], with 1 reflecting perfect purity.

• Jaccard Index: This index evaluates the overlap between two clusterings, dividing
the number of shared instances by the total number of unique clusters. The values
are in the range [0; 1], with higher scores indicating a better clustering solution.

• Fowlkes-Mallows Index (FMI): This index computes the geometric mean of pre-
cision and recall and uses this to assess the similarity between two clusterings.
The values are in the range [0; 1], with higher scores indicating a better clustering
solution.

To the best of the knowledge of the author of this thesis at the time of executing
this project and writing the thesis, there has been one proposed framework to address
automated algorithm selection and configuration in clustering with evolving data streams.
This framework is called ConfStream and it is the first proof-of-concept for online
clustering with AutoML properties [4, 12]. Implemented in Java and based on the
MOA framework [10], ConfStream evaluates different configurations of available online
clustering algorithms, selects the best configurations, and ensembles them into the
optimal clusterer for online learning. Periodically, the ensemble is updated with a better-
performing ensemble if one exists. One potential limitation of this framework is that it
evaluates models using only the Silhouette score and does not consider a combination
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of multiple CVIs. Relying on a single metric in online clustering settings may limit the
understanding of clustering structure, especially regarding sensitivity to noise, outliers,
and cluster characteristics. Therefore, implementing multiple CVIs could provide a
more comprehensive clustering solution [21, 67]. Another limitation of ConfStream is
relying on a single algorithm when a promising algorithm is found from the model pool.
However, a single algorithm may not be suitable for all types of data, hence, an ensemble
of best algorithms could have a higher potential for a better clustering solution [21].

1.3 Present Work
1.3.1 Scope and Contributions of the Present Thesis

The present work is part of a larger project aimed at developing an automated online
clustering framework that addresses the CASH problem in online clustering settings. In
this thesis, the main tasks are as follows:

(a) Building a workflow for automatically optimizing the hyperparameters of a given
clustering algorithm for a specific internal CVI.

(b) Finding a solution for ensembling the best-optimized online clustering models.

(c) Providing preliminary performance comparison results by contrasting the external
CVI scores of:

(i) Algorithms with default hyperparameter values,

(ii) Optimized algorithms,

(iii) Ensemble of the best-optimized algorithms.

1.3.2 Proposed Solution

While an AutoML framework can encompass both offline and online phases, the main
focus of this thesis is on the offline part, where models are trained and optimized based
on internal CVIs. In the online phase, the models are evaluated using an external CVI.
The general workflow of the present work is depicted in Figure 1.

Importantly, for both the Learning and Prequential Evaluation parts of the
process, N = 1001 data instances were used both in the learning and prequential
evaluation phases (similarly to [13]). The rest of the data (i.e., N = 10000 − 1001 −
1001 = 7998 instances; more details on datasets are provided in Table 1) were used for
the model evaluation part (computing ARI scores).

As shown in Figure 1, the framework includes two online clustering algorithms.
Specifically, there are two separate workflows: one for default models and another for
models with optimized hyperparameters. In the case of (a) default models, they are
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Figure 1. The general workflow overview: model training, optimization and model
selection, followed by online evaluation and analytical comparison of results.

applied for online learning using a specific number of samples corresponding to the
learning and prequential evaluation parts. In the case of (b) models with optimized
hyperparameters, both algorithms are used to optimize the hyperparameters based on
an internal CVI (either Silhouette score or CHI). The workflow includes a learning
phase, followed by prequential evaluation where clustering labels are predicted, the
metric (internal CVI) is updated, and the model is updated accordingly. Once the best
scores are computed for each algorithm and metric, the best models for the given internal
CVIs are selected based on the last metric value. Additionally, an ensemble clusterer
is built based on these best models. Subsequently, all models (defaults, best optimized
algorithms, and ensemble) are evaluated against an external CVI (Adjusted Rand Index)
with the remaining data, and the results are saved. Finally, these results are compared via
statistical testing.
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1.3.3 Hypotheses

To test the effectiveness of the proposed solution, hypothesis testing is conducted. The
hypotheses of this work are as follows:

• Hypothesis 1: Best optimized models perform better than models with default
hyperparameters.

• Hypothesis 2: The ensemble model performs better than models with default
hyperparameters.

• Hypothesis 3: The ensemble model performs better than the individual best
optimized models.

The proposed framework will be implemented on each dataset used in this thesis
for N = 100 iterations. The average external CVI (ARI) scores will be calculated for
each model on each iteration; the goal of the model is to produce the highest ARI scores
possible. Since the 100 runs will be performed on the same dataset, Friedman’s test is
appropriate for testing the differences in averages among models that are dependent on
the same data. Additionally, Nemenyi’s post-hoc tests will be used to determine which
models, if any, differ from each other statistically significantly.
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2 Methods
Below, the experiment design, data set, and other configurations are presented.

In accordance with the Master’s thesis guidelines, I acknowledge utilizing contem-
porary tools during the writing of the thesis and development of the framework and
experiments. Specifically, I made use of ChatGPT [54] for various tasks such as spell
and grammar checking, bug fixes, code refactoring and formatting (e.g., docstrings), and
providing conceptual and technical explanations.

2.1 Experiment Design
In this section, the performance of the automated online clustering framework is evaluated
by using data streams in order to provide an overview of its capabilities. The code and
details of these experiments can be found in the associated GitHub repository 3.

2.1.1 Data

In order to simulate an online learning context, synthetic datasets were created by
implementing instance-by-instance learning, where each data row is processed one at
a time. For this purpose, modified versions of the make_blobs() and make_s_curve()
functions from the sklearn.datasets module [57] were utilized. The "blobs" datasets
consist of groups of normally distributed points in a multi-dimensional space with k-
centers, while the "S-curves" datasets exhibit a non-linear structure where data points
form an S-shape in a three-dimensional space. For this thesis, I created the following
datasets, aiming to vary the number of clusters and features and include both k-center-
based ("blobs") and non-linear ("S-curves") datasets. The dataset descriptions can be
found in Table 1.

Table 1. Properties of data sets

Name Type N samples N Features N Clusters
SET1 Blobs 10000 10 6
SET2 Blobs 10000 3 8
SET3 Blobs 10000 3 19
SET4 Blobs 10000 10 19
SET5 S-curves 10000 3 3
SET6 S-curves 10000 3 8

Notes: For SETS 5 and 6, the N Clusters column refers to the number of S-curves.

3Project code: https://github.com/qetdr/online-autoclust-hpo
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2.1.2 Configuration

Below, the configuration of the framework used in the present study is described.
Online ML framework: river v0.14.0 was used for online ML in the present

work, as described in section 1.2.2. This choice was based on its active development,
open-source nature, user-friendliness, and its previous application in supervised online
AutoML system development [13].

Optimization configuration: Hyperopt v0.2.7 [7] was employed for hyperpa-
rameter optimization. It is a Python library that can perform complex hyperparameter
optimization for virtually any Python model (given the hyperparameter search space).
Several optimization techniques can be implemented within this framework, such as
random search, grid search, and Tree Parzen Estimation (TPE). The main advantages of
hyperopt are compatibility with a range of models (in Python) and it is open-source.
With regards to the configuration in the present project, TPE was used as the optimization
technique. TPE is an efficient technique that converges faster than grid and random
search [8]. In each instance of model optimization, the allocated budget was 50 trials per
model; upon the depletion of this allocated budget, the best model was retrieved.

Internal CVIs (model optimization): The Silhouette score and Calinski-Harabasz
Index (CHI) were implemented for internal CVI evaluation. These metrics are com-
monly used in clustering research and have demonstrated superior performance com-
pared to other internal CVIs [1]. The Silhouette score and CHI are implemented as
(Silhouette() and CalinskiHarabasz() from the river and river-extra libraries,
respectively). 4

External CVI (model evaluation): The Adjusted Rand Index (ARI) was used as the
external CVI for model evaluation. ARI is a widely used metric in clustering evaluation
works [65]. It offers interpretability, chance correction, insensitivity to label permutations
and cluster sizes, and suitability for scenarios where clusters may overlap.

The number of experiments: Each dataset was evaluated in N = 100 experiments.
Each experiment involved running the default models, optimizing two models based on
Silhouette and CHI scores, and creating an ensemble model from the best optimized
models. Subsequently, all five models were evaluated using ARI. The ARI scores from
each iteration were recorded and aggregated to calculate the average ARI score for
each model. The experiments were parallelized using the multiprocessing library for
improved efficiency.

Hardware and operating system. The present MSc thesis experiments were con-
ducted with a 2020 Apple MacBook Pro (macOS Ventura 13.2.1) an Apple M1 chip

4It should be noted that, typically, a third CVI is commonly used alongside the Silhouette Score and
CHI: the Davies-Bouldin Index. However, in the present implementation (in the river-extra v. 0.14.0
library), the metric is experiencing unexpected behavior, leading to errors. Hence, this metric was excluded
from use in the previous MSc thesis but will be included in the future in the larger project once the bug
fixes are applied.
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(8-core CPU) and 16 GB RAM, using Python 3.10.9.

2.1.3 Baselines and Search Space

Below, the algorithms used in the present project are described. Additional details about
these algorithms can be found in the provided links. 5

• KMeans6: This algorithm is an online version of the traditional KMeans clustering
algorithm. It iteratively partitions data points into k clusters based on the mean
of the data points within each cluster. The implementation in the river library
adopts a mini-batch approach, updating the cluster centroids incrementally using
small batches of data points instead of the entire dataset.

• STREAMKMeans7: This algorithm serves as an alternative to the STREAMLSEARCH
algorithm [52]. STREAMKMeans operates on temporary data chunks comprising
new data instances. Once a temporary data chunk reaches its maximum size,
KMeans processes the chunk and derives the new cluster centers. When a pre-
diction request is made, the algorithm utilizes the centers retrieved at the time of
prediction retrieval.

Table 2 provides comprehensive information about the default parameter values,
search spaces, and explanations of the clustering algorithms.

Regarding the baselines, the primary focus of this work is to compare the performance
of the optimized solutions against that of the default clustering algorithms. The default
values for the online clustering algorithms can be found in the Default column of Table
2.

2.1.4 Statistical Analysis for Model Comparisons

Each experiment run provides an average ARI score across all evaluation timepoints,
resulting in a total of 100 scores for each data set and model. To compare the performance
differences between models, the Friedman test [25] was employed, considering the same
underlying data and ensuring result robustness. Additionally, Nemenyi post-hoc tests
[51] were conducted to analyze pairwise model differences. These tests were performed
separately for each dataset, with a significance level of 0.05.

5Although there is potential for implementing more algorithms and expanding the search spaces, the
scope of the present work is limited in terms of the number of clustering algorithms and their associated
search spaces. This limitation arises from the fact that during the development of the framework for
this study, certain algorithms in the river library behaved in an unexpected manner and exhibited errors
that were hard to trace. The OAML paper [13] also acknowledges that while the river library has great
potential for developing online ML systems, it presently contains bugs that prevent the full utilization of
its larger capabilities.

6https://riverml.xyz/dev/api/cluster/KMeans/
7https://riverml.xyz/dev/api/cluster/STREAMKMeans/
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Table 2. Hyperparameter search spaces for given algorithms in the present work.

Algorithm Hyperparameter Search
Space

Default Explanation

KMeans n_clusters [3; 20] 5 Maximum number of clusters to assign.

halflife [0.01; 1] 0.5 Amount by which to move the cluster cen-

ters, a reasonable value if between 0 and

1.

mu [0.01; 2.0] 0 Mean of the normal distribution used to

instantiate cluster positions.

sigma [0.01; 2.0] 1 Standard deviation of the normal distribu-

tion used to instantiate cluster positions.

p [1, 2] 2 Power parameter for the Minkowski met-

ric. When p=1, this corresponds to the

Manhattan distance, while p=2 corre-

sponds to the Euclidean distance.

seed - None Random seed used for generating initial

centroid positions.

STREAMKMeans chunk_size [5; 49] 10 Maximum size allowed for the temporary

data chunk.

n_clusters [3; 20] 2 Number of clusters generated by the algo-

rithm.

halflife [0.01; 1] 0.5 Amount by which to move the cluster cen-

ters, a reasonable value if between 0 and

1.

mu [0.01; 2.0] 0 Mean of the normal distribution used to

instantiate cluster positions.

sigma [0.01; 2.0] 1 Standard deviation of the normal distribu-

tion used to instantiate cluster positions.

p [1, 2] 2 Power parameter for the Minkowski met-

ric. When p=1, this corresponds to the

Manhattan distance, while p=2 corre-

sponds to the Euclidean distance.

seed - None Random seed used for generating initial

centroid positions.
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3 Results
The results for the data sets are presented below. Friedman’s tests were conducted to
investigate whether there were significant differences in model performance (opera-
tionalized as the average ARI score) among the models for each data set. Furthermore,
Nemenyi’s post hoc tests were performed to examine specific pairwise model differences.
The total computation time for all experiments, using the configuration described in the
Methods section, was approximately 8 hours and 18 minutes.

The distribution of model performances across all data sets is illustrated in boxplots
in Figure 2.

Figure 2. The model evaluation results (average ARI scores) for each clustering solution
across each data set (SET1-SET6). Notes. DEF = model with default hyperparameters;
HPO = best optimized model; Sil = Silhouette Score, CHI = Calinski-Harabasz Index.
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Several observations can be made from Figure 2. Firstly, there is no single model
that consistently outperforms all other models across all data sets. Secondly, the results
suggest the relevance of the data set itself. In Sets 1 to 4, the model optimized towards the
Silhouette score and the ensemble model tend to perform better than other models, while
this is not the case for Sets 5 and 6. The former sets consist of k-center-based "blobs"
data, while the latter sets are three-dimensional S-curves with varying numbers of these
curves. Thirdly, the model optimized towards the Silhouette score and the ensemble
model appear to perform similarly overall. Fourthly, the model optimized towards the
best CHI score tends to perform relatively poorly and is sometimes outperformed by the
default models.

In addition to visual inspection, Friedman tests with Nemenyi post-hoc tests were
conducted to determine the statistical significance of the observed differences between
models for each data set. The results of the Friedman tests are presented in Table 3,
indicating statistically significant model performance differences in all case

Table 3. Results of the Friedman test in each data set (N = 100).

Dataset Friedman χ2 df p
SET1 329.121 4 < .001
SET2 354.000 4 < .001
SET3 367.976 4 < .001
SET4 368.538 4 < .001
SET5 229.457 4 < .001
SET6 214.54 4 < .001

To identify pairwise differences between models for each data set, Nemenyi post-hoc
tests were performed, and the results are presented in Table 4. Notably, as observed in
Figure 2, the best model optimized towards the Silhouette score and the ensemble model
outperform other clustering solutions in Sets 1 to 4. Although the ensemble models
have slightly higher average ARI scores than the Silhouette-optimized models, the post-
hoc test results indicate that the differences in model performances are not statistically
significant. In other words, for "blobs"-type data sets, comparable results can be achieved
by optimizing a model towards the best Silhouette score and when ensembling it with
the CHI-optimization based model.

Interestingly, in the "S-curves" data sets (Sets 5 to 6), which have notably lower
average ARI scores compared to "blobs" data sets, ensembling the best hyperparameter-
optimized models yielded the poorest performance. In fact, the STREAMKMeans algorithm
with default values outperformed all other models in the "S-curves" data sets.
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Table 4. Averages (M) and standard deviations (SD) for ARI scores for each model in
each data set across 100 experiments, and p-values for Nemenyi post-hoc test results.

Dataset Model M (ARI) SD (ARI) Post-hoc p-values
1 2 3 4

SET1 1. DEF: KM .828 .000 1
2. DEF: SKM .801 .040 .015 1
3. HPO: BEST SIL .986 .047 .001 .001 1
4. HPO: BEST CHI .938 .083 .001 .001 .047 1
5. ENSEMBLE .995 .029 .001 .001 .900 .010

SET2 1. DEF: KM .673 .000 1
2. DEF: SKM .568 .022 .001 1
3. HPO: BEST SIL .816 .048 .001 .001 1
4. HPO: BEST CHI .659 .042 .900 .001 .001 1
5. ENSEMBLE .825 .039 .001 .001 .796 .001

SET3 1. DEF: KM .316 .00 1
2. DEF: SKM .293 .024 .003 1
3. HPO: BEST SIL .644 .041 .001 .001 1
4. HPO: BEST CHI .171 .050 .001 .001 .001 1
5. ENSEMBLE .655 .044 .001 .001 .263 .001

SET4 1. DEF: KM .311 .000 1
2. DEF: SKM .294 .023 .239 1
3. HPO: BEST SIL .821 .038 .001 .001 1
4. HPO: BEST CHI .155 .013 .001 .001 .001 1
5. ENSEMBLE .834 .038 .001 .001 .381 .001

SET5 1. DEF: KM .361 .015 1
2. DEF: SKM .404 .044 .001 1
3. HPO: BEST SIL .276 .053 .001 .001 1
4. HPO: BEST CHI .295 .145 .542 .001 .003 1
5. ENSEMBLE .253 .050 .001 .001 .001 .001

SET6 1. DEF: KM .359 .019 1
2. DEF: SKM .409 .052 .001 1
3. HPO: BEST SIL .279 .057 .001 .001 1
4. HPO: BEST CHI .289 .136 .015 .001 .477 1
5. ENSEMBLE .253 .052 .001 .001 .001 .001

Notes: ARI = Adjusted Rand Index; DEF: KM = default KMeans model; DEF: SKM
= default STREAMKMeans model; HPO: BEST SIL = best model optimized for Sil-
houette score; HPO: BEST CHI = best model optimized for Calinski-Harabasz Index;
ENSEMBLE = ensemble model of the best optimized models. Statistically significant
p-values (p < .05) are highlighted in bold font. The average ARI scores for best models
for each data set are underlined.

30



4 Discussion
The main aim of the present thesis was to develop the hyperparameter optimization part
for AutoML research in online clustering settings. In this regard, the focus of the thesis
was primarily on the AutoML (offline) phase, specifically aiming to develop a framework
for automated hyperparameter optimization (HPO) and model selection. To achieve
this, the ARI scores of default models were compared against the ARI scores of best
optimized models (based on the Silhouette score and CHI) and the ARI scores of the
ensemble of the named best optimized models. The key findings, implementation details,
and limitations and future perspectives are discussed below.

4.1 Main Findings
In the first part of the thesis, three hypotheses were posed. Overall, it can be said that
none of the hypotheses received full support from the data. However, as discussed below,
certain circumstances may be necessary for the hypotheses to be accepted.

According to Hypothesis 1, it was expected that the models with automatically
optimized hyperparameters would outperform the default clustering algorithms. This
was indeed the case in three out of six data sets (SETS 1, 3, and 4). However, in SET
2, only the Silhouette-optimized model outperformed all the default algorithms, while
there was no significant difference in performance between the model optimized towards
optimal CHI and the default KMeans. Surprisingly, the optimized models performed
worse than the default online clustering algorithms in two data sets (SETS 5 and 6).

For Hypothesis 2, it was expected that the ensemble model would outperform the
default algorithms. The findings were similar to Hypothesis 1, with the ensemble
outperforming the default configurations in four out of six data sets (SETS 1 to 4).
However, it should be noted that in SETS 5 and 6, the ensemble model was surpassed by
the default configurations.

Finally, according to Hypothesis 3, it was expected that the ensemble clusterer
formed from the best optimized models would outperform both of these individual
models. Here, the ensemble only outperformed the models optimized towards optimal
CHI in SETS 1 to 4. However, the ensemble models were not statistically significantly
better-performing than the Silhouette-optimized models. This suggests that the ensemble
may have been more influenced by the best Silhouette model, incorporating primarily its
clustering solution. In the future, experimenting with model weights, i.e., determining the
contribution of each model to the ensemble formation, could be explored. Interestingly,
the ARI scores for ensembles were the poorest in the "S-curves" data sets.

Based on the findings, it can be inferred that HPO can be leveraged but within certain
limitations that include the suitability of specific algorithms for particular data types.
In general, the performance was better for data sets with distinct centers, such as the
"blobs" data sets. In contrast, for non-linear manifold data structures like the "S-curves,"
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the performance of all models, including HPO, was poorer compared to the default
models. One potential reason for these findings may be that the "blobs" data sets are
well-separated, roughly spherical, and have similar densities, which align well with algo-
rithms like KMeans and STREAMKMeans, as these algorithms are designed to handle
clearly-separable linear data with relatively clear boundaries and shape [34]. Hence, a
potential extension of these experiments could involve including other algorithms, such
as DBSCAN, to handle non-linear data more effectively [55].

4.2 Contribution
This thesis has both practical and theoretical merit. From the theoretical perspective,
the main contribution is providing insights into the possible benefits of automated HPO
in online clustering (by implementing the hyperopt framework). In this study, default
online clustering algorithms were compared against their optimized counterparts, and
an ensemble of the latter. The results demonstrated that while optimization may help to
improve the performance of the default algorithms, this may be so in particular data and
algorithm types.

In terms of practical contributions, the thesis provides a code repository that can be
valuable for advancing HPO in the context of online clustering. The repository allows
for potential users to explore and modify configurations, such as incorporating additional
algorithms or expanding the search spaces. By automating the process, the framework
developed in this thesis can save time and effort for users.

Furthermore, the thesis offers a broader overview of AutoML and online machine
learning. It serves as a starting point for interested readers to delve into additional
learning resources and explore the capabilities of AutoML and online ML beyond the
scope of this study.

4.3 Limitations and Future Perspective
The framework proposed in this thesis has a limited scope, and there are several oppor-
tunities for further improvement and development. Here are some potential ways to
enhance the automated online clustering framework:

Expanding the search space: The current framework can be extended by incorporating
a wider range of algorithms, hyperparameter configurations, and search duration (e.g.,
number of trials in hyperopt). Algorithms specifically designed for evolving data
streams should be explored and made compatible with the framework. Additionally, the
framework should consider efficient optimization techniques and explore ensembling
methods suitable for algorithms with temporal solutions, such as those utilizing micro-
clusters. Furthermore, distribution-based clustering algorithms can be investigated for
inclusion.
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Expanding capabilities in the online clustering pipeline: The framework should be
enhanced to include data pre-processing steps. Data scaling, handling missing data, and
transformations should be considered as integral parts of an automated online clustering
workflow.

Alternative optimization and model selection techniques: While the present work uti-
lized the hyperopt library for optimization, alternative methods like genetic programming-
based approaches (e.g., GAMA) can be explored. The inclusion of a class like ClustGAMA
(as a reference to the presently-implemented ClustHyperopt) in the optimization code-
base could be considered to provide additional optimization capabilities.

Handling concept drift: Although handling concept drift is an important part in online
ML, dealing with concept drift was not within the scope of the present thesis. Solutions
for adapting to frequent and recurrent drifts can be explored, as well as considering
the necessity and utility of explicit drift detection mechanisms. Recent work on drift
adaptation in online clustering can provide valuable insights in this area [74].

Improving scalability: Although the ultimate goal of this framework would be
usability in real-time (or with minimal lag) context, the present solution is not quite
there yet. The model training part may take a considerable amount of time and is not,
hence, suitable for real-time applications. The present framework could be improved
in later iterations by implementing the use of continuous sliding window batch training
outlined in Formula 2. In addition, presently, the ensembling part of the workflow is
time-consuming. Future work could also improve the present framework by including a
more efficient, faster ensembling method.

Different data types: the present work only utilized synthetic datasets generated with
the sklearn module for basic functionality comparison. Although the larger project
aims to include more complex datasets, including real-world data, additional work may
be necessary to provide a compatible framework. It may be fruitful to include additional
data sets that differ in distribution. Additionally, when it comes to drift detection, it may
be also a good idea to test the framework by including drift in the data.

It is important to note that addressing all of these aspects is beyond the scope of
an MSc thesis. The present work might serve as a preliminary foundation and takes
steps towards developing an automated online clustering framework, but future iterations
and research are required to fully realize the potential of an automated online clustering
framework.

5 Conclusions
The aim of the present work was to contribute to the field of online automated machine
learning by developing an automated hyperparameter optimization and model selection
solution in online clustering settings. The experiments focused on two algorithms,
namely KMeans and STREAMKMeans. The performance of the default algorithms
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was compared against the best-optimized models, where one model was selected based
on the optimal Silhouette score and the other based on the optimal CHI. Additionally,
an ensemble clusterer was created from these best models. A total of five clustering
solutions were evaluated on six different data sets, four of which were variations of
spheric "blobs" with clear cluster boundaries, and two data sets were three-dimensional
"S-curves" (with a varying number of "S-curves").

The results of the study showed that the Silhouette-optimized model and the ensemble
clusterer generally outperformed the other models in the "blobs" data sets. Importantly,
there was no statistically significant difference in performance between these two clus-
tering solutions. On the other hand, the CHI-optimized models did not demonstrate
particularly strong performance. Interestingly, the default STREAMKMeans algorithm
outperformed all other models in the "S-curves" data sets, while the ensemble clusterers
had the lowest performance among all the models in those data sets.

These findings highlight the potential for automated hyperparameter optimization
in online clustering, although the effectiveness may depend on the choice of algorithm,
internal clustering validity index (loss metric), and data set characteristics.
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Appendix

I. Glossary
The software code written for this project as well as respective documentation can be
found in the following repository:

https://github.com/qetdr/online-autoclust-hpo
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