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Conversational interface for process mining tools using Large Language 
Models (LLMs) 
Abstract: 
Business process mining techniques allow business analysts to answer questions about the 
performance of business processes using data extracted from information systems. In exist-
ing process mining tools, business analysts often need to navigate across many diagrams 
and charts to find answers to their questions. Given the advancements in Large Language 
Models (LLM) for question answering, there is an opportunity to extend process mining 
tools to provide a conversational style to answer process mining questions. This study eval-
uates the ability of LLMs to answer process mining questions. The study evaluates two 
prompting approaches to answer process mining questions using LLMs. In the first approach 
(the direct approach), relevant business process performance metrics are included in the 
prompt. The LLM is asked to answer the question directly based on these metrics. In the 
second approach (the SQL approach), the LLM is told that there are tables available in a 
database to answer the questions. The LLM is asked to return an SQL query to answer each 
question. The study evaluates these two approaches using two LLMs, namely GPT-4 and 
Claude V3. The results show that these LLMs can answer process mining questions with 
precision and a recall ranging from 67% to 87%. Claude V3 slightly outperformed GPT-4 
when using the direct approach, whereas GPT-4 performed better when using the SQL ap-
proach. The study also examines the effect of using XML tags to separate different sections 
of the prompt. This approach did not show any perceivable benefits. 

Keywords: 
business process mining, large language models, prompt engineering 

CERCS:  
P170 Computer science, numerical analysis, systems, control 
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Vestlusliides protsesside kaevandamise tööriistadele, mis kasutavad 
suuri keelemudeleid (LLM-id) 
Lühikokkuvõte: 
Äriprotsesside kaevandamise tehnikad võimaldavad ärianalüütikutel vastata küsimustele 
äriprotsesside toimivuse kohta, kasutades infosüsteemidest võetud andmeid. 
Olemasolevates protsessikaevandamise tööriistades peavad ärianalüütikud oma küsimustele 
vastuste leidmiseks sageli sirvima paljusid diagramme ja graafikuid. Arvestades edusamme 
suurte keelemudelite (LLM) alal, on võimalus protsessikaevandamise tööriistu laiendada, et 
pakkuda protsessikaevandamise küsimustele vastamiseks vestlusstiili. Selles magistritöös 
hinnatakse LLM-ide võimet vastata protsessikaevandamise küsimustele. Magistritöös 
hinnatakse LLM-ide abil protsessikaevandamise küsimustele vastamise kahte viipamise 
lähenemisviisi. Esimeses lähenemisviisis (otsene lähenemine) lisatakse viipesse 
asjakohased äriprotsesside toimivuse näitajad. LLM-il palutakse vastata küsimusele otse 
nende näitajate põhjal. Teises lähenemisviisis (struktuurpäringukeele ehk SQL- 
lähenemisviis) öeldakse LLM-ile, et andmebaasis on küsimustele vastamiseks saadaval 
tabelid. LLM-il palutakse igale küsimusele vastamiseks tagasi saata SQL-päring. 
Magistritöös hinnatakse neid kahte lähenemisviisi, kasutades kahte LLM-i, nimelt GPT-4 ja 
Claude V3. Tulemused näitavad, et need LLM-id suudavad vastata protsessikaevandamise 
küsimustele täpsusega ja meelespidamisega vahemikus 67% kuni 87%. Otsesel lähenemisel 
oli Claude V3 jõudluse poolest  veidi GPT-4-st üle, samas kui SQL-i lähenemisviisis toimis 
paremini GPT-4. Magistritöös uuritakse ka XML-märgendite kasutamise mõju viipe 
erinevate osade eraldamiseks. See lähenemine ei näidanud märgatavat kasu. 
Märksõnad: 

äriprotsesside kaevandamine, suured keelemudelid, promptide inseneeria 
CERCS:  

P170 Arvutiteadus, arvutusmeetodid, süsteemid, juhtimine (automaatjuhtimisteooria) 
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1 Introduction	
In today's competitive landscape, businesses strive to continuously manage, improve, and 
optimize their business processes. According to Kaniški [1], a business process is a set of 
business activities sequentially arranged from start to finish in order to provide added value 
to their end users. The goal is to enhance operational efficiencies such that business activi-
ties are done faster, cheaper, and with fewer resources. 
With this backdrop, large organizations now have dedicated roles, such as that of a process 
analyst, for identifying existing business processes, identifying areas of inefficiency, and 
proposing actions for improvements [2]. To do so, the process analyst uses a suite of tech-
niques broadly called business process management (BPM) techniques [3]. These tech-
niques range from process modeling to simulation, queueing analysis, waste analysis, and 
various process redesign techniques. Process modeling, for instance, enables organizations 
to visualize complex processes using models such as a Business Process Model and Notation 
(BPMN) diagram. This makes it easier to understand the flow of activities within the pro-
cess. Among the plethora of BPM techniques, process mining has emerged in the past dec-
ade as a valuable tool to analyze business processes on the data stored in enterprise systems 
such as Customer Relationship Systems (CRMs) and Enterprise Resource Planning (ERPs) 
[4].  
Process mining is a collection of state-of-the-art techniques for converting data extracted 
from ERP and CRM systems into actionable insight to create concrete business value. Ex-
tracting insights from process mining tools, however, requires that the process analyst has a 
solid understanding of various functionalities and involves a lot of manual work [5]. For 
instance, to use a modern process mining tool, the process analyst needs to inspect the pro-
cess from different perspectives. The activity perspective is used to understand the workflow 
in the process, while the role perspective is used to understand handoffs between roles. Be-
cause a business process can involve hundreds or even thousands of activities, the process 
analyst needs to vary the levels of granularity during analyses. They determine the optimal 
granularity level to conduct their analysis [6]. However, it is also possible that when the 
level of granularity is reduced, some rework loops become lost, patterns are oversimplified, 
and findings are missed [7]. This is typically referred to as the spaghetti problem [8]. 
Apart from the spaghetti problem, process mining can also be time-consuming. Imagine 
that, in a claim-to-resolution process, a claims manager wants to know why certain claims 
are taking longer to process than expected and, as a result, are violating a service level 
agreement (SLA) of, say, five business days to respond to certain types of claims. While the 
end goal is to understand why they are not fulfilling a certain KPI, the first step is to under-
stand the process. To achieve this, they need to filter cases that take too long, identify inef-
ficiencies and bottlenecks in the process, and investigate possible reasons for the KPI vio-
lation. While existing process mining techniques have these capabilities, it takes a great deal 
of skill and effort [9]. 
Recent studies have shown that LLMs are great for question-answering tasks [10, 11, 12, 
13]. Rather than the process analyst performing a number of steps before discovering the 
process, perhaps they could simply ask an LLM. This will enable process analysts to engage 
in conversations to quickly understand their processes rather than navigating through the 
complex maze of a process map.  
In addition, current process mining tools can perform descriptive, diagnostic, and predictive 
analysis. However, they cannot recommend options for improvement. They reveal bottle-
necks in the process but cannot directly answer the questions related to their options to 
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improve the process. Recent studies have shown that LLMs contain a certain amount of 
information in their training data that allows them to potentially link a business problem 
with potential solutions [14]. 
For example, given that there is a problem of deadline violations and there are certain bot-
tlenecks or rework in the process, LLMs may be capable of recommending options such as 
reducing the buffer times or the batching times. LLMs potentially allow us to connect in-
sights from process mining, such as identifying bottlenecks, rework loops, and processing 
areas in the process to potentially improve the process. They could provide a way to connect 
the findings of process mining to improvements. Thus, it helps business process analysts 
address the weaknesses in their business processes with less effort. 

1.1 Aim	of	the	Study	
The aim of the study is to understand the extent to which an out-of-the-box LLM model can 
perform process discovery and answer associated process optimization questions in business 
process mining. 

1.2 Objectives	of	the	Study	
To achieve this aim, we need to configure and tune an LLM with appropriate inputs called 
prompts that will enable them to identify, interpret, or query the data generated by process 
mining techniques. To use LLMs in this context, we simply provide the LLM with the data 
generated by process mining and allow the user to ask questions about the process. We also 
ask questions about possible improvement opportunities. In this approach, we do not con-
figure the LLM beforehand, a process called zero-shot learning. The first objective is: 
Objective 1: To understand the extent to which LLMs can perform process analysis and 
process optimization using zero-shot learning. 
We recognize the various LLMs are trained on different datasets. This will affect the per-
formance of the LLMs on different tasks. In order to identify which LLMs perform the best 
on process mining tasks, the second objective of this study is: 
Objective 2: To assess the relative performance of different LLMs, such as GPT-41 and 
Claude V32 , with respect to process mining tasks. 
Studies have found that the power of LLMs lies in their prompts [15]. There have been 
various proposed techniques for altering the response of an LLM. The third objective of this 
study is thus: 
Objective 3: To discover effective prompting strategies that improve the accuracy of LLMs 
for process analysis questions. 

1.3 Research	Method	
This research was performed using the design science research (DSR) approach [16]. The 
problem this study aims to tackle was first scoped. Fundamentally, it was to understand how 
to use LLMs for process discovery and improvement, enabling a conversational approach 
towards process mining. To understand how LLMs can help achieve this, a literature review 
was conducted. The literature review studied the use of LLMs for process mining and 
prompt engineering techniques. Based on the literature reviewed, gaps were identified. 

 
1 https://openai.com/index/gpt-4-research/ 
2 https://www.anthropic.com/news/claude-3-family 
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An initial prompting approach was designed as a solution to the problem stated. To evaluate 
this design, a set of process mining questions was curated, and the ground truth was defined. 
Given the information about the process performance statistics, the LLMs were asked to 
answer the process mining questions. The returned answer was evaluated against the ground 
truth to determine the measure of goodness. In addition, by applying guidelines from the 
field of prompt engineering, we engineered a set of prompts to improve the performance of 
the LLMs. We then re-evaluated the results, compared them to a baseline prompt, and eval-
uated the different alternative variations of those prompts. 
The rest of the report is structured as follows. Chapter 2 explains preliminary concepts in 
business process management, process mining, LLMs, and prompt engineering. Chapter 3 
provides a review of related work in this field. Chapter 4 describes the prompting method 
that could potentially be used for the experiments. Chapter 5 discusses the methodology 
adopted in performing the experiments, including the choice of LLMs used, the questions 
asked the dataset, and the evaluation criteria. Chapter 6 discusses the evaluation and findings 
of the experiments.  Chapter 6 ties the findings from the experiments to the objective of this 
study and outlines directions for future work 
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2 Background	

2.1 Business	Process	Management	
Business process management (BPM) has become extremely important in understanding 
business processes. It helps organizations discover, model, analyze, measure, improve, and 
optimize work done to generate business value. To perform business process management, 
business process analysts need to first have a good understanding of the business process. 
This is the initial step of the BPM lifecycle — an approach for visualizing the phases in 
business process management. According to Dumas et al. [17], the BPM lifecycle is de-
scribed in Figure 1 

 
Figure 1: The BPM lifecycle [17] 

2.1.1 BPM	Lifecycle	
Process identification is the initial phase of the BPM lifecycle. Here, the scope, objectives, 
and outcomes of the processes are identified by the process analyst. It establishes the pro-
cesses that currently exist. After process identification, the process analyst needs to map out 
processes as they currently exist (called the 'as-is' state). This is called process discovery. 
Process discovery involves documenting the activities, transitions, and events in the process. 
The process can be visualized using a directly-follows graph (also called a process map) or 
a BPMN model (also called a process model). 
The insights gathered during discovery are then analyzed in the process analysis phase. 
Here, the process analyst examines the 'as-is' process models, looking for bottlenecks, re-
work delays, and other inefficiencies. In the analysis phase, the process analyst attempts to 
perform root cause analysis to identify areas where the organization can make optimization 
efforts in terms of time, cost, and quality. 
After process analysis is process redesign. The goal here is to transform the ‘as-is’ process 
model into a 'to-be' process model that addresses the bottlenecks and inefficiencies. After 
the redesign, the process analyst goes to the process implementation stage. This stage is 
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about turning plans into action. It involves implementing the redesigned processes by up-
dating systems, modifying roles, and training stakeholders to ensure they understand the 
new procedures.  
After implementation, the organization's focus shifts to process monitoring and controlling. 
In this phase, the process analyst establishes systems to ensure the new processes are per-
forming as intended. It's a continuous loop of measurement and adjustment where perfor-
mance data feeds back into the system, allowing for real-time control. 
Finally, from this continuous monitoring, we derive conformance and performance insights. 
This involves using the performance metric from process monitoring to further refine and 
optimize the process. Each phase of the BPM lifecycle is a step in a continuous cycle of 
business process improvement. The lifecycle circles back to the beginning, making the pro-
cess iterative. 

2.1.2	BPM	Techniques	
Traditionally, business process management involves extensive manual efforts [9, 17]. Pro-
cess analysts would conduct interviews and workshops with employees across the various 
departments in the organization. Using responses from the interview, they gather insights 
about the business's data operations. The data is aggregated and gives them a bird-eye view 
of the processes within the organization. With this understanding, they then identify bottle-
necks and develop possible solutions for optimization. 
This approach is, however, time-consuming and could be a social desirability bias where 
employees do not reveal their actual activities during interviews [19]. To overcome these, 
modern techniques for business process management have evolved, utilizing digital tools, 
automation, and data. These techniques extract data from enterprise systems, such as CRM 
systems, in order to produce different types of visualizations that can help business process 
analysts identify weaknesses in their processes, understand reasons why certain KPIs are 
not being fulfilled, and discover opportunities for improving the process. One such modern 
technique is called process mining. 

2.2 Process	Mining	
Process mining (sometimes called business process mining) is the art of extracting insight 
from event logs to understand how activities in the business are executed and identify areas 
for possible improvement. Business process mining ultimately helps businesses convert raw 
data from event logs to business value. 

2.2.1	Event	Logs	
Event logs are digital records that capture the various activities that occur within an infor-
mation system and the attributes of such activities. The attributes could include the 
timestamp of the activity, the role that performed the activity, the system that initiated the 
activity, and so on. Event logs can be derived from systems and applications within the 
system, such as ERP systems, CRM systems, supply chain management systems, web serv-
ers, workflow management systems, and so on.  
Event logs are the backbone of process mining. The data from event logs are used to con-
struct the sequence of events in the business process, forming a process map.  

Table 1 shows an example of an event log in an ERP system. 
Table 1: A sample event log from an ERP system. 
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Event ID Event Time Event Type User Description 

1001 2023-02-19 
10:00:00 AM 

Order Created Alex Li Order #12345 created for 
100 widgets 

1002 2023-02-19 
11:30:00 AM 

Inventory Check System Inventory level for item 
#ABC123 is low (2 units). 

1003 2023-02-19 
14:00:00 PM 

Purchase Order Alex Li Purchase order #PO12345 
created for 50 units of item 
#ABC123 

1004 2023-02-19 
15:15:00 PM 

Payment Received Alex Li Payment received for order 
#12345 (total: $1000). 

1005 2023-02-19 
16:00:00 PM 

Item Shipped System Order #12345 shipped to 
customer 

2.2.2	Process	mining	capabilities	
Process mining enables users to perform a number of activities. The core activities include 
automated process discovery, performance mining, conformance checking, and variant anal-
ysis [20]. 
Automated process discovery is the first step in process mining, where algorithms are used 
to extract process models and maps from event logs [21]. This enables users to have an 
accurate understanding of the process using nodes and arcs. Building on that foundation, 
performance mining takes a closer look at the efficiency and timing of processes. It discov-
ers the case duration, bottlenecks, and other performance statistics [22]. This is crucial for 
identifying inefficiencies enabling managers to make informed decisions on improvement 
opportunities. 
Conformance checking further enhances process mining by comparing the actual behavior 
recorded in event logs against the expected models [20, 22]. This comparison helps identify 
deviations from business rules or compliance standards. Variant analysis focuses on the dif-
ferences between instances of a process (also called a case) [24]. By understanding these 
variations, organizations can eliminate unwanted variants, leading to consistent quality out-
comes. 
Consider a scenario where a large organization seeks to optimize its global procurement 
process. The company uses automated process discovery to map out the procurement pro-
cess as it currently operates across its various locations. Performance mining is then applied 
to identify bottlenecks, such as delayed approvals or lengthy supplier evaluations. Conform-
ance checking reveals that some regional offices are not following the company's standard-
ized procurement policies. Variant analysis is used to compare the performance of procure-
ment processes across different regions, identifying best practices. With these process min-
ing insights, the organization can implement clear and data-driven strategies that enhance 
its efficiency and competitive advantage.  
While all the capabilities of process mining are vital, this thesis focuses primarily on auto-
mated process discovery and, secondarily, on performance analysis. 
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2.2.3	Automated	process	discovery	
Automated process discovery is the analysis of event logs to reconstruct the sequence of 
events that occurred. This helps organizations better understand their operations and identify 
areas for improvement. Automated process discovery generates a process map, setting the 
stage for other process mining capabilities. 
Process maps serve as a visual representation of the sequence of activities in a business 
process from start to finish [25]. They help business stakeholders understand the flow of 
activities, the frequency of each activity, and information across various stages of a process.  
A process map consists of events, activities, and transitions. 

• Events: These are actions that are done instantaneously. They act as triggers for ini-
tiating actions within the process flow. 

• Activities: These are actual tasks or work performed in the process. 
• Transitions: These connect activities and events, illustrating the flow from one to the 

next. 

Figure 2 shows an example of a process map. 

 
Figure 2: The process map of a repair process. 

Process maps are useful for visualizing the process at a glance and identifying areas of im-
provement. For instance, a process map can help identify stages in the process where the 
flow is slower, causing delays and inefficiencies. Furthermore, a process map can help iden-
tify rework loops — an activity that is redone multiple times in a process instance.  Identi-
fying reworks helps reduce waste and improve the overall quality of the output.  
In addition, process maps help uncover handoff delays — points in the process where delays 
occur due to the transfer of tasks from one resource to another. By visualizing the process 
flow, process maps make it easier to identify these handoff points, thereby enhancing oper-
ational excellence. 

2.3 Large	Language	Models	
Large Language Models (LLMs) are machine learning models trained on a massive amount 
of data. This allows them to perform a wide range of tasks, even beyond what was explicitly 
present in the training data [26]. 
LLMs are a significant advancement in natural language processing (NLP) that can under-
stand texts to human standards. They are built on deep learning architectures with millions 
or even billions of parameters to understand and generate text that mimics human writing 
styles across various subjects [14]. 
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2.3.1	Evolution	of	Language	Models	
In the beginning, models for textual understanding were simply rule-based [27, 28]. How-
ever, such models were limited. Machine learning started gaining popularity and was great 
for tabular data; however, it performed below par when faced with textual data [29].  
Algorithms such as support vector machines (SVM), Word2Vec, and One-Hot encoding 
started to become the go-to models for machine learning applications with text — a field 
called natural language processing (NLP). In 2017, Google introduced a new network ar-
chitecture called Transformers, which generalizes textual data well [30]. This led to the in-
troduction of models like Generative Pre-trained Transformer (GPT) from OpenAI and Bi-
directional Encoder Representations from Transformers (BERT) from Google, marking the 
beginning of a revolution in how machines understand and generate language [31]. These 
models are trained on large text, and because transformers are great at understanding con-
text, these models had a good understanding of the nuances of language, including grammar 
and context [32]. 

2.3.2	Applications	and	Implications	
LLMs have a wide range of applications. They have proven to perform tasks such as com-
posing emails, generating articles, writing codes, etc. Their ability to understand and gener-
ate human-like text has made it gain application across industries, including education, 
healthcare, customer service, etc [31]. Many big tech companies now have their own LLMs. 
For instance, Google has Gemini3, Microsoft has Copilot4, OpenAI has ChatGPT5, and An-
thropic has Claude6, to mention a few. 
These companies now integrate LLMs with their products, enabling us to indirectly use ar-
tificial intelligence (AI) in our daily lives. For instance, the iPhone can now predict the next 
word to be typed when chatting. With Google Workspace, users can not summarize an email 
and craft a customized reply. Microsoft Copilot helps developers predict the completion of 
a class instantiation or a function based on its name. 
While these applications look promising, there are concerns that it brings. Many people fear 
that LLMs may be out to take out our jobs [33]. There is also the fear of misinformation, as 
LLMs tend to blatantly hallucinate in some situations [34]. Rather than saying it does not 
know the answer, it could generate a wrong answer with unparalleled confidence. Beyond 
these, there is also the concern for bias in the model. Because the LLMs are trained on a 
vast amount of data, the data could contain some innate bias from humans. Initial models of 
GPT-3 were reported to be biased towards demography [35]. 
In addition, LLMs can be prone to adversarial attacks. Zou et al. [36] and Xu et al. [37] cited 
examples of these attacks in their papers. Xu et al. [37], discovered that LLMs can be tricked 
into producing undesirable outputs by asking it to repeat a single character or emoji multiple 
times.  

2.4 Prompt	Engineering	
Prompt engineering is essential for unlocking the full potential of LLMs [38]. The prompts, 
which are the inputs given by the user, strongly impact the LLM response [39]. A number 
of prompt engineering techniques will be applied in this research. This section discusses 

 
3 https://gemini.google.com/ 
4 https://copilot.microsoft.com/ 
5 https://chat.openai.com/ 
6 https://claude.ai/ 
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various prompt engineering techniques, such as zero-shot learning, and discusses other best 
practices when using LLMs for process mining tasks. 

2.4.1	Zero-shot	vs	Few-shot	Learning	
LLMs can be prompted using any of the three approaches: zero-shot, one-shot, and few-shot 
learning.  
Zero-shot learning involves prompting the LLM to perform a task without providing any 
specific examples. The LLM relies on its pre-existing knowledge from its training across 
diverse datasets. In process mining, zero-shot learning is used when there's a lack of labeled 
data due to new or unpopular processes [40]. There are, however, situations where the LLM 
is provided with an example to learn from. When only one example is provided, this is called 
one-shot learning. The singular example acts as a reference from which the LLM is to take 
learnings when attempting its task. Few-shot learning expands on the one-shot approach by 
providing the AI with multiple examples. Few-shot learning has proven to improve the per-
formance of GPT 3.5 and GPT 4 when performing process mining tasks [41]. 

2.4.2	Best	Practices	for	LLMs	in	Process	Mining	
A number of literature have highlighted key learning points for performing process mining 
with LLMs. One of which is the importance of defining domain terms. For instance, if the 
definition of a bottleneck in the context of process mining is not provided in the prompt, the 
LLM may fall back to a generic interpretation of these words, which may not be accurate 
[41].  It is, therefore, important to provide the definition of domain-specific terms in the 
prompt to avoid ambiguity. 
Furthermore, assigning a persona to an LLM, also called role-playing, improves contextual 
awareness, understanding of technique terms, and overall response [41]. For instance, the 
LLM can be called an expert software engineer, making it frame its responses in a manner 
that fits the title. Role-playing is a widely used technique when dealing with LLMs and has 
been shown to return more tailor-suited results to the specified persona [42]. 
Another best practice when working with LLMs is to explicitly ask the LLM to state its 
chain of thought. In other words, before the LLM performs a task, it first must state the steps 
it would take to accomplish this task. In Wei et al. [43], the authors showed a significant 
improvement in the reasoning ability of GPT-3 when asked to state its chain of thought. 
Jessen [41] also stated that adding the chain of thought allowed the LLM to have more 
precision and less hallucination. 
In addition to the above, using XML tags to split the prompts into multiple segments is a 
great way of improving the LLM performance. The LLM pays attention to the start and end 
of XML tags and has a broader understanding of the prompt, particularly when it is large 
[44]. 
Another approach to improving the performance of LLMs is by implementing a so-called 
Retrieval-Augmented Generation (RAG). RAG is a technique where the LLMs use external 
information from the user to enhance their understanding of the context and provide more 
tailor-suited answers [45]. In process mining, the LLM can be linked to an agent that allows 
the LLMs to retrieve relevant context about the process from an external database. This can 
significantly enhance the contextual awareness of the LLM without consequently increasing 
the model's prompt size. 
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3 Literature	Review	

3.1 Related	Work	
In this section, an overview of related works is presented. The work discussed covers re-
search in the intersection of process mining and large language models.  
Large Language Models (LLMs) have ushered in new possibilities in various domains, in-
cluding process mining [46]. Vidgof et al. [47] outlined some of the research opportunities 
for the use of LLM in BPM and proposed how LLMs can be applied in the various stages 
of the BPM lifecycle, including process identification, process discovery, and analysis. For 
instance, they asserted that LLMs can assess the health of a process, can extract patterns 
from logs, can act as a chatbot with domain expertise, and can identify problems within a 
process. While their work suggested directions for the potential application of LLMs in pro-
cess mining, they did not implement these applications. This study will implement some of 
the opportunities put forward in their work, particularly in understanding the process and 
identifying problems within the process. 
Grohs [46] explored the use of LLMs in the discovery phase of the BPM lifecycle. They 
used LLMs for three BPM tasks. 

• For mining BPMN models. 
• For mining declarative models. 
• For assessing robotic process automation (RPA) potentials.  

They used GPT-4 to classify process tasks into five Linear Temporal Logic (LTL) templates 
— precedence, response, succession, init, and end. The result showed GPT-4 providing con-
sistent high-quality classifications. The authors also investigated whether LLMs can auto-
mate repetitive tasks. The LLM was prompted to classify tasks into manual, automated, or 
user tasks. The model excelled in identifying user tasks suitable for RPA, though with some 
variability in classification accuracy across different prompt executions. While this work 
relates to our overall study, it does not address the same application of LLMs.  
LLMs have demonstrated proficiency in various coding tasks, such as code generation, code 
summarization, vulnerability mining, etc [48].  Following this theme, Jessen et al. [41] pro-
posed an architecture for process mining analysis with LLMs. This involved adding the data 
schema to the prompt and requesting SQL queries to answer process mining questions. They 
loaded the event log as-is (containing fields such as case ID field, timestamp, activity, etc.) 
into a relational database. This data structure was passed into the prompt, alongside the 
definition of domain-specific terms and the question they require the LLM to answer [41]. 
They asked 795 process mining questions, such as: 
“What are the root causes of the performance issues in the process? Please provide only 
process and data specific considerations, no general considerations.” 
GPT-3.5 and GGPT-4 were the LLMs used to evaluate questions in process discovery, con-
formance checking, advanced analysis, and so on. Their result showed that GPT 3.5 partially 
answered and fully answered 61 and 107 questions, respectively, while GPT 4.0 fully and 
partially answered 193 and 178 questions, respectively. Their work focused on GPT-3.5 and 
GPT-4. However, there have been new improvements to LLMs. OpenAI continuously rolls 
out update patches to GPT-4 [40], and Anthropic released Claude V3 with more training 
parameters in Q1 2024 [50]. This study will evaluate the performance of these new models. 
Berti et al. [51] did a comprehensive review of how LLMs are being used for process min-
ing. They detailed LLM capabilities for process mining, including a long context window, 
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acceptance of visual prompts for interpreting process maps and models, coding capabilities 
for generating queries, and context understanding to ensure information accuracy.  
Another approach to using LLMs in process mining is by abstracting event logs and process 
models in textual form. Because event logs can become large, it may be useful to concisely 
describe the process with its performance statistics in a small text. Berti et al. [10, 43] used 
the Pm4Py library to abstract DFGs and petri nets in a more concise text for LLMs. An 
example of an abstracted DFG using the Pm4Py library is shown below: 
Activity A −>Activity B ( frequency = 2 performance = 1350.0 ) 

Activity C −>Activity D ( frequency = 1 performance = 900.0 ) 
Activity B −>Activity C ( frequency = 1 performance = 900.0 ) 

Activity A −>Activity C ( frequency = 1 performance = 1800.0) 
Where Activity A −>Activity B indicates that Activity B directly follows Activity A. Fre-
quency is the number of times the transition occurred, and performance is the average dura-
tion of the transition in milliseconds. 
Using publicly available event logs, they tested the LLM's capability to provide answers to 
process mining questions based on abstracted process mining data. While GPT-4 demon-
strated proficiency in generating actionable insights from abstracted data, they noted chal-
lenges such as the unstableness of the LLM responses and privacy concerns with sensitive 
company data. Furthermore, the abstracted DFG used contained only two performance sta-
tistics: the frequency and performance (meaning the average duration). In this study, we will 
add a richer set of performance statistics discovered from Apromore’s Process Discoverer, 
such as the relative case frequency, the average, median, minimum, maximum, and total 
rework, frequency, and duration. 

3.2 State	of	the	art	
To review the state-of-the-art in the field of process management, we adopted the snowball-
ing approach. The proceedings of the 21st International Conference on Business Process 
Management were reviewed, and related papers were identified. 
Barbieri [53] proposed a proof-of-concept to build a conversational interface for process 
mining. The approach involved converting natural text to a logical form that can be mapped 
to a process mining interface. Given a question, they use native NLP approaches such as 
tokenization, part-of-speech (POS) tagging, lemmatization, etc, to pre-process the text. They 
then used rule-based semantic parsing to convert the text into clearer instructions for the 
processing mining interface. For instance, “What is the average execution time of the pro-
cess?” becomes: 

 select case 
 project duration 
 aggregate duration 
They also suggested the use of a text-to-speech interface such that users speak to the process 
mining interface rather than type the questions as text. 
The conversation around LLMs extends beyond process mining into the broader domain of 
BPM, as explored by Raiaan et al. [32]. They studied the potential of LLMs in the six stages 
of the BPM lifecycle: identification, discovery, analysis, redesign, implementation, and 
monitoring. They, however, identified challenges with using LLMs for process mining, such 



19 
 

as data complexity, real-time responsiveness, bias and hallucination, privacy concerns, and 
so on. Nevertheless, they emphasize the potential of LLMs to be integrated into commercial 
process mining tools. 
Kecht et al. [54] discussed the importance of organizational chatbots understanding business 
processes. In their work, they investigated the problem of quantifying chatbots' ability to 
learn and adhere to organizational business processes. Using a Design Science Research 
Methodology (DSRM) approach that integrates conformance checking, they evaluated the 
chatbot's performance on adherence to business processes, using metrics such as lexical di-
versity and sentence BLEU scores. This approach can help business stakeholders understand 
how well their chatbots understand the business process and provide tailor-suited answers 
to users. 
Kobeissi et al. [55] addressed the challenge of enabling domain analysts, who may lack 
database expertise, to query process execution data efficiently. In order to perform process-
oriented data analysis, the user needed to understand database querying language. In a bid 
to democratize the field, the authors introduced a natural language interface (NLI) that trans-
lates user queries into structured Cypher queries for graph-based storage systems. The ap-
proach was implemented and evaluated with over 530 natural language queries on two pub-
licly available event logs, demonstrating its effectiveness. This solution simplifies the pro-
cess of data querying for analysts, making it more accessible and user-friendly. 
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4 Prompting	Method	
This chapter discusses a proposed prompt design for question-answering in process mining. 

4.1 Prompt	Overview	
The prompt was separated into different elements to enhance the LLM’s understanding of 
its content. A number of strategies that have proven to improve an LLM’s performance were 
also employed. 
First off, the persona of an expert in process mining can be assigned to the LLM. The first 
sentence in the prompt can read thus: You are an expert in process mining. This role is 
intended to ensure the model's responses align with the expert-level reasoning and analysis 
of a process analyst. 
The performance statistics of the activities and transitions can be split into two tables: the 
activity table and the transition table. The activity table contains the performance statistics 
of all activities in the process, for instance, the case frequency of “Activity A.” Whereas the 
transition table contains the performance statistics of all transitions in the process, the case 
frequency of “Task A → Task B” transition. 

Apromore Process Discoverer is a tool that can help extract these performance statistics. 
The performance statistics extracted can be classified into three: 

• Frequency metric: This includes the average, median, maximum, minimum, and to-
tal frequency of activity or transition. It also includes the case frequency of an activ-
ity or transition, which is the number of cases in which the activity or transition 
appeared. 

• Duration metric: This includes the average, median, maximum, minimum, and total 
duration of an activity or transition. The duration is the time between the start and 
end of an activity or transition. 

• Cost metric: Similar to the duration metric, it includes the average, median, maxi-
mum, minimum, and total cost of an activity or transition. The cost is determined by 
multiplying the duration of an activity instance by the unit cost of the corresponding 
resource performing that activity. This unit cost is typically inputted by the user into 
the process mining tool. 

Since the LLM may fail to grasp specific process mining terms and would fall back to its 
generic interpretation, the prompt should have the definitions of key process mining terms. 
This includes the definition of all the performance statistics extracted and process mining 
terms such as activity, transition, bottleneck, rework, etc.  
To further refine the LLM’s output, the prompt should include specific instructions on how 
the LLM should structure its response. Specifically, the prompt can instruct the LLM to 
provide its chain of thoughts, detailing the logical steps leading to its final answer. This 
allows the LLM to reflect on the approach to answer the question accurately before pro-
ceeding to answer it. Additionally, relevant notes can be included to guide the LLM’s output 
further. For instance, the LLM can be explicitly told to provide answers solely from the 
information in the prompt. Although an understanding of the prompt and question is re-
quired, the answer should not involve information outside the context of the process. A more 
detailed explanation of the prompt is discussed in sections 4.2.1 and 4.2.2.  
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4.2 Prompt	Approaches	
The prompts can be designed using two approaches. In the first approach, the prompt con-
tained the performance statistics derived from the Apromore Process Discoverer. In the sec-
ond approach, the performance statistics were not a part of the prompt but rather stored in 
an external relational database. Sections 4.2.1 and 4.2.1 dive deeper into the nuances be-
tween both approaches. 

4.2.1	Direct	Prompt	Mode	
This approach entails including all the process statistics, formatted as the text of a CSV file, 
directly into the prompt. The implication is a much larger prompt, especially as the process 
event data gets larger. The LLM gets the data about the process and is expected to parse and 
understand the data and extract the accurate answer to the question from the prompt. 
The LLM is expected to rely only on its understanding of the information in the prompt. 
Therefore, its response should reflect insights drawn from the data in either the activity table 
or translation table. This approach will also test the LLM’s capacity to apply process mining 
knowledge to a particular process. It is, however, advantageous as the LLM directly finds 
answers from the prompt without any further computation. 
According to the prompting guideline as mentioned in section 2.4.2, the prompt was divided 
into five sections: 

I. Assigning the role and goal of the task: The LLM was said to be an expert in process 
mining, and its goal is to answer specific process mining questions based on subse-
quent information in the prompt. 

II. Passing the activity and transition performance statistics: The texts from the ex-
tracted performance statistics were passed. They were split into activity and transi-
tion tables.  

III. Definition of terms: The terms related to performance metrics and process mining 
were defined. 

IV. Notes: This involved some notes on how the questions should be answered. For in-
stance, to get a precise answer, the LLM was asked to answer every question solely 
from information in the prompt. 

V. Order of answer: To ensure the LLM displayed its chain of thoughts, it was asked to 
state its answer in a systematic way using three subheads: STEPS, DESCRIPTION, 
and ANSWER. The STEPS represents a high-level overview of how the LLM will 
arrive at its answer. The DESCRIPTION represents the implementation of the steps 
in relation to the data in the prompt. The ANSWER is the answer the LLM arrives 
at. 

An example of this prompt approach is shown in Appendix 1. 

4.2.2	Data	Schema	in	the	Prompt	
In this approach, the activity table and transition table are stored in a relational database, not 
within the prompt. The LLM is provided with the data schema of the process statistics stored 
in a database. The relationships and types of data stored within the database are also passed 
to the LLM. With this information, the LLM is expected to return SQL queries that extract 
the required information to answer the question. The SQL queries are then executed on the 
database. 
According to the prompting guideline as mentioned in section 2.4.2, the prompt was divided 
into five sections: 
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I. Assigning the role and goal of the task: The LLM was said to be an expert in process 
mining and a data engineer.  Its goal is to answer specific process mining questions 
by returning the appropriate SQL query that returns the answer. 

II. Passing the activity and transition schema: The schema of the activity and transition 
tables were passed here.  

III. Definition of terms: The terms related to performance metrics and process mining 
were defined. 

IV. Notes: This involved some notes on how the questions should be answered. For in-
stance, in order to minimize errors in SQL queries, the LLM was asked not to make 
assumptions about column names. 

V. Order of answer: To ensure the LLM displayed its chain of thoughts, it was asked to 
state its answer in a systematic way using three subheads: STEPS, DESCRIPTION, 
and ANSWER. The STEPS represents a high-level overview of how the LLM will 
arrive at its answer. The DESCRIPTION represents the implementation of the steps 
in relation to the database schema. The ANSWER is the SQL query that is used to 
arrive at the answer.  

An example of this prompt approach is shown in Appendix 2. 

4.3 Prompt	Variations	
To understand how LLMs react to changes in the prompting method, different prompt var-
iations will be used. This is strictly for the direct prompt mode approach. 
In the first variant, the prompt can have a more robust definition of terms. This is the upside 
prompt, while the baseline prompt has fewer definitions of terms. For example, the baseline 
prompts have the performance statistics of the nodes and transitions defined together (e.g., 
max duration of an activity/arc is the maximum duration of an activity or arc), whereas the 
upside prompt has them separately defined (e.g., activity max duration: Among all the du-
rations of a specific activity in a log, this is the slowest duration. Transition max duration: 
Among all the durations of a specific transition in a log, this is the slowest duration). The 
upside prompt also can have new definitions, such as a log, a case, a transition bottleneck, 
an active bottleneck, etc. The baseline definition of terms is shown in Appendix 3, and the 
upside definition of terms is shown in Appendix 4. 
In the second variation, the prompt sections can be compartmentalized with XML tags (<>, 
</>). The inclusion of these tags is inspired by the prompting guideline of Anthropic 
Claude7. These tags can be useful when the prompt is significantly larger, and the LLM does 
not pay attention to specific parts of the prompt. 

  

 
7 https://docs.anthropic.com/claude/docs/use-xml-tags 



23 
 

5 Experiment	Setup	
This section outlines the experimental setup, specifically the choice of the LLM, the process 
mining questions, the prompt design, and the criteria for evaluating model responses.  
The experiment began by collecting the data sets and process mining questions that can be 
asked. Using the Apromore Process Discoverer, the ground truth for the questions was pre-
pared. The LLM were asked the questions and returned their answers. The answers were 
compared to the ground truths as a measure of goodness. The recall, precision, F1-score, 
and accuracy were then prepared for evaluation. Figure 3 shows a rundown of the experi-
mental procedure using the BPMN diagram. 

 
Figure 3: A BPMN diagram showing the experimental procedure. 

The prompts were slightly varied to test different prompting strategies. In one variable, 
XML tags were added to different sections of the prompt. For instance, the paragraph con-
taining the activity table started and ended with <activity_table> and </activity_table>, re-
spectively. The XML tags added are: <task_definition>,  <activity_table>, <transition_ta-
ble>, <terms_defined>, </extra_notes> and <answer_format>. 
Also, the terms of process mining were defined in two different ways. In the first variants, 
the definitions were shorter, perhaps not as descriptive. However, in the sections, the defi-
nitions were more descriptive, making them longer. More process mining terms were added 
in the second variant, making the prompt longer than in the first variant. 

5.1 Choice	of	LLMs	
To conduct the experiment, two state-of-the-art LLMs, GPT-4 and Claude V3 were used. 
These models have proven to have advanced question-answering capabilities and outper-
form other LLMs [50].  
GPT-4 was used through the ChatGPT interface. As a paid user, ChatGPT used the latest 
gpt-4-turbo-2024-04-09 model, with improved capabilities in logical reasoning, 
writing, and coding over the previous models. Claude V3 was accessed through the chat 
interface on Anthropic. Specifically, Claude 3 Opus, the most intelligent model from An-
thropic, was used.  
Both models were used in parallel between March 2024 and April 2024. 

5.2 Combination	of	Questions	
A set of 20 process mining questions focused on process discovery were selected. These 
were questions that business stakeholders ask about their process [41]. The authors proposed 
a list of 794 questions, which are categorized into event log data, analysis, process model, 
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and advanced analysis. Questions from the categories require a specific abstraction of the 
event log. For the sake of narrowing down the scope of the experiment, questions from the 
event log data and process model were excluded. In addition, the performance statistics ab-
straction did not contain the event log or process model. Hence, we cannot answer questions 
in those categories. There were 327 questions in the event log category and 107 questions 
in the process model category. The analysis and advanced analysis categories had 240 and 
120 questions, respectively. Of these, ten analyses focused on process discovery were se-
lected, and eight advanced analysis questions focused on process optimization were se-
lected. Two other questions related to the log nuances were selected. For example, how 
would this log behave if I remove DJE? Table 2 shows examples of the questions selected: 

Table 2: Example of questions selected. 

Category Question 

Analysis 
What is the most frequent activity?  

Analysis What are the main causes of rework in this process? 

Advanced analysis How would my process behave if I removed task A? 

The full list of questions is in Appendix 5. 

5.3 Datasets	
The dataset of interest needed to be a relatively complex dataset with numerous case vari-
ants, activity, and transition instances. To scope the experiment under a reasonable compu-
tational requirement, the dataset should, however, not be too long, with millions of activities 
and transitions. In addition, the dataset had to be publicly available. To prevent bias, the 
process also needed to be less popular to reduce the likelihood of the LLM being too con-
versant with the process. Amongst the datasets used in published literature, the Tribunal São 
Paulo event log fulfilled the established criteria.  
The São Paulo Tribunal event log provides a comprehensive record of the activities and 
proceedings conducted by the Tribunal de Contas do Município de São Paulo (TCM-SP) 
[56]. The event log has 4600 case variants, 266,800 activity instances, and 4800 cases with 
430 activities. The event log contains the proceedings from 19th December 2008 to 30th 
December 2020. The labels of the event log were in Portuguese but were translated to Eng-
lish using the Google Translate API. 
Because the activity and transitions in the process are relatively large, the abstraction slider 
in Apromore was used to select a subset of the most frequent activities and transitions. The 
log was reduced to retain the following: 

• The top 5% of the activities and 100% of transitions, called SP-small: The number 
of activities retained is small, leading to a smaller number of transitions. Hence, the 
entire transition left was selected. 

• The top 8% of the activities and 25% of the transitions, called SP-medium: Increas-
ing the number of nodes exponentially increases the number of transitions left. 
Hence, 25% of the top transitions were selected. 

• The top 10% of the activities and 20% of the transitions, called SP-large: Beyond 
10%, the process map explodes. Hence, the number of nodes was limited to the top 
10%. 
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The same questions were asked on all three abstracted logs, each significantly larger in size 
than the previous. In other words, the size of SP-small < SP-medium < SP-large. 

Table 3 shows the statistics of the three abstracted process maps. 
Table 3: Statistics of the abstracted process maps 

Statistics SP-small SP-medium SP-large 

Number of activities 8 15 22 

Number of transitions 44 46 79 

Number of words in the prompt 2360 2806 3962 

Number of characters in the prompt 11830 13247 18311 

It is important to note that when the user changes the abstraction settings in Apromore to a 
percentage, the number of nodes/transitions may not be entirely the percentage of the total 
number of nodes/transitions. Apromore ensures that every node is on a path from the start 
node to the end node. For example, if there are 50 total nodes and a 10% node abstraction 
setting is used, Apromore checks that the five nodes to be retained are on a path from the 
start node to the end node. If one node is not in that path, that node will not be displayed. 
Thus, four nodes will be retained for a 10% abstraction setting with 50 total nodes. Due to 
these heuristics, a percentage abstraction slider should be considered as an actual percentage 
calculation. 

5.4 Evaluation	Criteria	
The responses generated by the LLMs were evaluated based on a scoring framework de-
signed to assess the precision and recall of the models' responses. The ground truth was self-
determined based on the expected result from the process mining tool, Apromore. The re-
sponses from the LLM were then evaluated based on this ground truth to determine its meas-
ure of goodness. The LLM evaluation criteria were different for the two prompting ap-
proaches used. 
In the direct prompt mode, the LLM may be required to return multiple answers. Hence, the 
evaluation criteria classify responses into three levels: incorrect, partially correct, and cor-
rect. Each category is assigned a single point value for correctness and completeness.  
A response is classified as “incorrect” when it does not address the question asked or is 
fundamentally wrong. For instance, if the LLM is asked to state the source of the bottleneck 
in the process and it states an activity is not a bottleneck, the answer is incorrect. Incorrect 
responses contribute zero points to the overall score. Responses that contain correct answers 
but are incomplete are classified as “partially correct.” In this case, the concepts of true 
positives (TP), false positives (FP), and false negatives (FN) were used to determine the 
recall, precision, and F1 score. 

• True Positives (TP): The answers that are correctly identified. 
• False Positives (FP): The answers that are incorrectly identified. 
• False Negatives (FN): The correct answers that are not identified. 

With these, the precision, recall, and F1-score are given by equations i, ii, and iii, respec-
tively. 
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For instance, the question may be asked to state the bottlenecks in the process. If there are 
two bottlenecks, but the LLM stated just one, the response is partially correct. The precision 
is one while the recall ½. A response is considered “correct” when it accurately and com-
pletely addresses the question posed. For instance, if the LLM is asked to state the bottle-
necks in the process and there are two bottlenecks, the LLM must state both bottlenecks. 
Correct responses are awarded 1 point. 
The total score for each LLM is calculated by summing the points awarded across all process 
mining questions. This scoring system would help perform a quantitative comparison be-
tween both LLMs. 
On the other hand, for the prompt with the database schema, the LLM is expected to return 
a valid SQL query. The query can either be correct or incorrect. Hence, the evaluation cri-
teria were based on accuracy. An answer accuracy attracts one point if the query is syntac-
tically correct and returns the expected answer. If the query is not syntactically correct or 
returns a wrong answer, this means the accuracy of the question is zero. 
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6 Result	and	Discussion	
In this chapter, the performance of GPT-4 and Claude V3 is assessed. The assessments were 
separately done for both prompting approaches. 

6.1 Direct	Answering	
In this approach, the prompt contained information about the process as well as the context 
and the answer format. Both GPT-4 and Claude V3 returned the answer in the expected 
format, indicating an initial understanding of the prompt. The prompt was tested on SP-
small, SP-medium, and SP-large to understand whether an increase in the number of activ-
ities and transitions affected the LLM’s performance.  
Furthermore, the prompt was varied to have a more explicit but lengthier definition of terms. 
Finally, the effect of adding XML tags was investigated. 

6.1.1	Variation	of	Event	Log	Size	
Here, the LLM performance was evaluated for SP-small, SP-medium, and SP-large. 

For example, both were asked, “What activity is the major bottleneck in the process?”. 
GPT-4 response: 

STEPS: 
Review the "Activity" table and identify the activity with the highest "Total duration." 
Compare this with the "Transition" table to ensure there's no transition leading to an activ-
ity with a higher average duration that might indicate a bottleneck at the activity level. 
Confirm the activity with the highest "Total duration" as the major bottleneck if no other 
activity has a higher average duration caused by a transition. 

DESCRIPTION: 
To identify the major bottleneck in the process, one must consider both the "Activity" and 
"Transition" tables. The major bottleneck at the activity level is the one with the highest 
"Total duration," indicating it takes the longest time to complete. However, it's essential to 
also examine the transitions leading to activities, as a transition with a high average dura-
tion could indicate a bottleneck in the flow towards an activity, even if the activity itself does 
not have the highest total duration. The bottleneck is thus determined by a combination of 
total and average durations across activities and transitions, identifying where delays are 
most significant. 
ANSWER: 
The major bottleneck in the process, based on the "Activity" table, is DJE, with a "Total 
duration" of 3.85 years. This activity takes the longest time to complete, indicating it is a 
significant source of delay in the process. 
Claude V3 response: 

STEPS: 
1. Examine the "Average duration" column in the Activity table to identify activities with 
relatively high average durations, as these could be potential bottlenecks. 
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2. Look at the "Total duration" column in the Transition table and identify the transition(s) 
with the highest total duration. The target activity of this transition is likely to be a major 
bottleneck. 
3. Cross-check the findings from steps 1 and 2 to determine the most significant bottleneck 
activity. 
DESCRIPTION: 
Bottlenecks in a process can be identified by analyzing activities with relatively long execu-
tion times or transitions that take a long time to complete. In the Activity table, activities 
with high "Average duration" values could indicate potential bottlenecks. However, the 
Transition table provides more direct insights into bottlenecks, as the transition with the 
highest "Total duration" suggests that the target activity is struggling to start promptly after 
the source activity is completed. By combining the findings from both tables, we can deter-
mine the most significant bottleneck activity in the process. 
ANSWER: 
From the Activity table, the activity with the highest "Average duration" is "Petition" at 1.06 
hours, indicating a potential bottleneck. 
However, in the Transition table, the transition from "DJE" to "Publication Certificate is-
sued" has the highest "Total duration" of 115.9 years. This suggests that the target activity, 
"Publication Certificate issued," is a major bottleneck, as it takes a long time to start after 
the completion of the "DJE" activity. 
Table 4 shows the performance of GPT-4 and Claude V3. The highest metrics are written 
in bold text. 
Table 4: GPT-4 and Claude V3 performance on the correctness and completeness of its 
answers. 

LLM / 
Log data 

GPT-4  Claude V3 

Recall 
(%) 

Precision 
(%) 

F1-score 
(%) 

Recall 
(%) 

Precision 
(%) 

F1-score 
(%) 

SP-small 72.33 71.33 71.83 80.00 75.28 77.56 

SP-
medium 

70.00 67.25 68.60 86.90 84.17 85.51 

SP-large 76.43 69.64 72.88 75.35 81.50 78.30 

We observe that, for GPT-4, there is a decrease in recall and precision between SP-small 
and SP-medium. Claude V3, on the other hand, showed an increase in recall and precision 
from SP-small to SP-medium. This could indicate that Claude V3 can better deal with larger 
prompts than GPT-4. As the prompt got larger, however (as seen in SP-large), both GPT-4 
and Claude V3 experienced a drop in performance. 
It was observed, for instance, that for larger prompts, both LLMs struggled to give correct 
and complete answers. For instance, in the question, list all the self-loops in the process. In 
SP-medium and SP-large, there are four self-loops from Apromore Process Discoverer: 

• Petition 
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• DJE 
• Suspension of the term 
• Positive air 

Claude V3 listed five self-loops, with one being incorrect. 

• "SUSPENSION OF THE TERM" to "SUSPENSION OF THE TERM" 
• "Petition" to "Petition" 
• "Positive air" to "Positive air" 
• "DJE" to "DJE" 
• "Decision" to "Decision" (incorrect) 

GPT-4 listed three self-loops with one correct answer missing. 

• "Positive air" to "Positive air" 
• "DJE" to "DJE" 
• "SUSPENSION OF THE TERM" to "SUSPENSION OF THE TERM" 

In SP-large, however, Claude V3 listed all four self-loops correctly, while GPT-4 listed three 
self-loops with one correct answer missing. 

6.1.2	Variation	in	definition	of	terms	
Here, the definitions of terms were varied. The definition of terms changed to longer and 
more robust explanations. The result of the performance is shown in Table 5. 
Table 5: LLMs performance with a different variation of terms. 

LLM / 
Log data 

GPT-4  Claude V3 

Recall 
(%) 

Precision 
(%) 

F1 score 
(%) 

Recall 
(%) 

Precision 
(%) 

F1-score 
(%) 

SP-small 76.67 77.50 77.08 82.50 80.67 81.57 

SP-
medium 

76.17 84 79.90 87.33 86.07 86.69 

SP-large 69.46 75.00 72.12 70.00 71.19 70.60 

Comparing this to the results of the vanilla prompt in Table 4, it can be observed that both 
LLMs perform better for SP-small but have a drop in performance for SP-medium and SP-
large. This indicates that while better definitions helped the smaller prompt better, it further 
increased the prompt size of the larger prompt, tanking its performance. 
Another observation was that GPT-4 had more precision than recall. In other words, GPT-
4 would rather return a correct but incomplete answer — more like playing it safe. Claude 
V3, on the other hand, had slightly higher recall than precision. This is based on our obser-
vation that Claude V3 returns completely correct answers at the expense of having a few 
incorrect answers in the mix. 

For instance, the question is, what other bottleneck exists in the process? 
Ground truth from Apromore: 

Activity bottleneck: Decision - average duration 1.86 hours 
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Transition bottleneck: 
Freely distributed (by draw) (exclusive movement of the distributor) - average duration 1.91 
hrs 
Publication Certificate issued to Suspension of the term - average duration  2.98 weeks 

Conclusions for Order to Decision - average duration 2.71 weeks 
Conclusions for Order to Conclusions for decision - average duration 2.4 weeks 

Suspension of the term to Conclusions for decision - average duration 2.57 weeks 
GPT-4 answer: 

Activity Bottlenecks: 
"Decision" with an average duration of 1.86 hours. 

"Petition" with an average duration of 1.06 hours. 
"SUSPENSION OF THE TERM" with an average duration of 1.02 hours. 

Transition Bottlenecks: 
The transition with the highest average duration is "Publication Certificate issued, SUS-
PENSION OF THE TERM" with an average duration of 2.99 weeks. This transition indi-
cates a significant waiting time, contributing to delays in the process flow. 
These identified bottlenecks highlight areas where the process can potentially be optimized 
to improve overall efficiency. 

Claude V3 answer: 
Other bottlenecks that exist in the process are: 

From the Activity table: 
Decision: Average duration of 1.86 hrs 

Positive air: Average duration of 1.29 hrs 
Petition: Average duration of 1.06 hrs 

From the Transition table: 
Transition from "Publication Certificate issued" to "Ordinary Act - Publishable": Average 
duration of 2.22 weeks 
Transition from "Conclusions for Order" to "Decision": Average duration of 2.71 weeks 
Transition from "SUSPENSION OF THE TERM" to "SUSPENSION OF THE TERM" (self-
loop): Average duration of 2.96 weeks 
Transition from "SUSPENSION OF THE TERM" to "Conclusions for decision": Average 
duration of 2.57 weeks 
These activities and transitions have relatively high average durations and could be con-
sidered as other bottlenecks in the process. 
GPT-4 identified only one transition rework of four, playing it safe. Claude, V3, on the other 
hand, identified three activity transitions when, in fact, there is only one. 
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6.1.3	Adding	XML	tags	
The results from adding XML tags were added to different segments of the prompts are 
presented. Table 6 shows the performance of XML tags. Table 6 shows the results. 

Table 6: LLMs performance with XML tags in the prompt. 

LLM / 
Prompt 

GPT-4  Claude V3 

Recall 
(%) 

Precision 
(%) 

F1 score 
(%) 

Recall 
(%) 

Precision 
(%) 

F1-score 
(%) 

SP-small 72.83 75.83 74.30 77.50 77.33 77.41 

SP-
medium 

73.11 74.57 73.78 76.18 75.33 75.72 

SP-large 72.92 72.62 72.77 77.56 79.64 78.56 

It can be observed that the recall, precision, and F1-score for GPT-4 and Claude V3 re-
mained largely the same with XML tags. It can be said that the result is inconclusive.  

6.2 Returning	SQL	Queries	
In this approach, GPT-4 and Claude V3 were asked to return an SQL query. 
For the question, “What activity is the major bottleneck in the process?”. 

GPT-4 response: 
-- Bottleneck from transitions table 

SELECT Target_Node AS Bottleneck_Activity 

FROM transitions 

ORDER BY Average_duration DESC 

LIMIT 1; 

Claude V3 response: 
-- Find the transition with highest average duration 

SELECT Target_Node AS Bottleneck_Activity 

FROM transitions 

ORDER BY Average_duration DESC 

LIMIT 1; 

Table 7 shows the performance of GPT-4 and Claude V3 performance from the SQL query 
result. 
Table 7: GPT-4 and Claude V3 performance on the accuracy of its answers 

GPT-4 Claude V3 

Accuracy (%) Accuracy (%) 
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75.00 60.00 

We see that GPT-4 performed better than Claude V3, indicating that GPT-4 was better at 
generating codes. Beyond just generating correct answers, GPT-4 codes appeared poten-
tially more efficient. Furthermore, GPT-4 codes returned more correct answers than Claude 
V3, as seen from the accuracy score in Table 7. For example, in the question, what activities 
occurred in all cases? The following are GPT-4 and Claude V3 responses. 
GPT-4 response: 
SELECT Node AS Activities_In_All_Cases 

FROM nodes 

WHERE Case_frequency = (SELECT MAX(Case_frequency) FROM 
nodes); 

Code output: 
"activities_in_all_cases" 

"Publication Certificate issued" 

"DJE" 

Claude V3 response: 
SELECT Node 

FROM nodes 

WHERE Node NOT IN ('Start', 'End') 

AND Case_frequency = ( 

SELECT Case_frequency 

FROM nodes 

E Node = 'Start' 

); 

Code output: 
node 

GPT-4 output is correct, while Claude's V3 code returns nothing.  
In some other situations, Claude V3 did not properly render its code, leading to syntax er-
rors. For the question, identify the rework loops in the process, Figure 4 showed a GPT-4 
response while Figure 4 showed a Claude V3 response. 
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Figure 4: GPT-4 response to determining the rework loops. 

 
Figure 5: Claude V3 response to determining the rework loops. 

In this example, GPT-4 code output was correct, while that of Claude V3 was incorrect. 
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7 Conclusion	and	Future	Work	
The findings suggest that LLMs can perform process mining tasks, given that the prompt is 
not very large. The optimum prompt size cannot be quantitatively ascertained and can be an 
idea for other research. In this work, however, SP-medium gave a better result than SP-
large, indicating a prompt size of 13247 characters (~3317 tokens) is better than a prompt 
size of 18311 characters (~4577 tokens).  
The experiment showed that Claude V3 outperforms GPT-4 in answering process mining 
questions using the direct prompt approach. In cases where the context window is large, the 
LLM (particularly GPT-4) does not pay attention to specific parts of the prompt. Neverthe-
less, Claude V3 particularly showed that it could sieve through larger prompts to provide its 
answers correctly than its GPT-4 counterpart. It was also observed that GPT-4 had higher 
precision than recall, indicating that it would give incomplete answers than incorrect an-
swers. Claude V3, on the other hand, gave a richer list of answers, although they may contain 
a few incorrect answers. With the RAG approach, however, where the LLMs are to return 
an SQL query, GPT-4 outperforms Claude V3. 
Juxtaposing between both approaches, direct prompting seemed to be the better approach 
when the process was not large. It returns the answer faster with less computational power. 
The RAG approach, however, is preferable for larger prompts. Since the prompt only con-
tains the database schema and not the process mining data itself, the SQL query the LLM 
generates does not change when the data in the database is large or small.   
This study revealed that having the definition of domain-specific terms is crucial to improve 
the model’s performance. Definitions such as a case, a log, a bottleneck, a rework, etc, 
should be added to the prompt. The use of XML tags in the prompt, however, did not yield 
any substantial improvement.   
While this study was experimental, further work can be done to implement the RAG ap-
proach using tools such as LangChain8. The LLM query output can be connected to the 
database, and the result of the query is passed back to the LLM. For every question, an agent 
can be used to determine the necessary information the LLM needs to query from the data-
base. It generates information from the database to answer questions. This allows the model 
to retrieve the requisite insight to answer nuanced questions about the process. 
In addition, out-of-the-box LLMs can be further trained on process mining data. The pre-
trained model can be fine-tuned for datasets specific to process mining. This can help the 
LLM understand the nuances of process mining, have domain-specific knowledge could 
potentially reduce misinterpretations and errors in its answers. 

 
8 https://www.langchain.com/ 
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Appendix	

I. Sample	prompt	with	performance	statistics	
You are an expert in process mining. I want you to answer some questions about the perfor-
mance of a process.  
The following table gives you the performance statistics for every activity in an event log. 
It is a CSV with , delimiter 
Node,Min duration,Total Rework frequency,Average duration,Max duration,Min fre-
quency,Case frequency,Average frequency,Total Rework duration,Max frequency,Total 
frequency,Median duration,Median frequency,Total duration,Relative case frequency 
End,0,0,0,0,0,0,0,0,0,0,0,0,0,0 
Freely distributed (by draw) (exclusive movement of the distributor),instant,0,1.91 hrs,2.43 
mths,0,"4,123",0.86,instant,1,"4,123",instant,1,10.78 mths,85.99% 
DJE,instant,"33,072",53.42 mins,4.04 mths,1,"4,795",7.9,3.49 yrs,50,"37,867",in-
stant,7,3.85 yrs,100% 
Start,0,0,0,0,0,0,0,0,0,0,0,0,0,0 
Petition,instant,"21,233",1.06 hrs,2.73 mths,0,"4,187",5.3,2.69 yrs,68,"25,420",in-
stant,3,3.09 yrs,87.32% 
Publication Certificate issued,instant,"32,059",26.77 mins,1.29 wks,1,"4,795",7.69,1.6 
yrs,47,"36,854",instant,7,1.88 yrs,100% 
Registry certificate issued,instant,"6,284",39.89 mins,2.17 mths,0,"4,149",2.18,4.9 
mths,17,"10,433",instant,2,9.49 mths,86.53% 
Conclusions for decision,instant,"25,504",51.35 mins,11.89 mths,0,"4,789",6.32,1.73 
yrs,41,"30,293",instant,5,2.96 yrs,99.87% 
The following table gives you for every transition between two activities that occur in an 
event log. This is a CSV with , delimiter 
Source Node,Target Node,Min duration,Total Rework frequency,Average duration,Max 
duration,Min frequency,Case frequency,Average frequency,Total Rework duration,Max 
frequency,Total frequency,Median duration,Median frequency,Total duration,Relative case 
frequency 
Petition,DJE,instant,738,2.43 days,4.93 mths,0,"1,574",0.48,4.98 yrs,10,"2,312",1 
day,0,15.4 yrs,32.83% 
Freely distributed (by draw) (exclusive movement of the distributor),Publication Certificate 
issued,1 day,0,2.93 days,6 days,0,14,0,instant,1,14,2 days,0,1.35 mths,0.29% 
Start,Conclusions for decision,instant,0,instant,instant,0,762,0.16,instant,1,762,instant,0,in-
stant,15.89% 
Publication Certificate issued,End,instant,0,instant,instant,0,920,0.19,instant,1,920,in-
stant,0,instant,19.19% 
Registry certificate issued,Conclusions for decision,instant,62,5.62 days,5.32 
mths,0,"1,014",0.22,1.98 yrs,3,"1,076",instant,0,16.55 yrs,21.15% 
Publication Certificate issued,Petition,instant,"5,367",1.47 wks,1.22 
yrs,0,"3,324",1.81,155.94 yrs,18,"8,691",1 wk,1,244.44 yrs,69.32% 
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Petition,Conclusions for decision,instant,"1,901",1.09 wks,6.7 mths,0,"2,384",0.89,43.15 
yrs,11,"4,285",3 days,0,89.16 yrs,49.72% 
Publication Certificate issued,DJE,instant,342,2.03 days,3.94 mths,0,"1,060",0.29,1.51 
yrs,9,"1,402",1 day,0,7.77 yrs,22.11% 
DJE,Registry certificate issued,instant,16,3.4 days,1.08 mths,0,280,0.06,1.08 mths,2,296,1 
day,0,2.75 yrs,5.84% 
Freely distributed (by draw) (exclusive movement of the distributor),Conclusions for deci-
sion,instant,0,3.35 days,2.27 mths,0,839,0.17,instant,1,839,1 day,0,7.7 yrs,17.5% 
Conclusions for decision,Publication Certificate issued,instant,79,14.51 hrs,2.71 
wks,0,500,0.12,3.43 wks,6,579,instant,0,11.5 mths,10.43% 
Conclusions for decision,Petition,instant,"1,353",3.21 days,4.17 mths,0,"1,746",0.65,14.85 
yrs,10,"3,099",instant,0,27.24 yrs,36.41% 
Conclusions for decision,Registry certificate issued,instant,954,3.94 hrs,2.03 
mths,0,"2,811",0.79,8.27 mths,7,"3,765",instant,1,1.69 yrs,58.62% 
Registry certificate issued,Publication Certificate issued,instant,42,9.91 hrs,1.14 
wks,0,561,0.13,2.29 wks,2,603,instant,0,8.18 mths,11.7% 
Registry certificate issued,End,instant,0,instant,instant,0,419,0.09,instant,1,419,in-
stant,0,instant,8.74% 
Conclusions for decision,Freely distributed (by draw) (exclusive movement of the distribu-
tor),instant,0,instant,instant,0,732,0.15,instant,1,732,instant,0,instant,15.27% 
Publication Certificate issued,Conclusions for decision,instant,"1,411",1.84 wks,10.68 
mths,0,"2,107",0.73,53.26 yrs,9,"3,518",1.01 wks,0,124.19 yrs,43.94% 
Start,Freely distributed (by draw) (exclusive movement of the distributor),instant,0,in-
stant,instant,0,"2,509",0.52,instant,1,"2,509",instant,1,instant,52.33% 
Freely distributed (by draw) (exclusive movement of the distributor),Petition,instant,0,2.49 
days,4.14 wks,0,200,0.04,instant,1,200,1 day,0,1.36 yrs,4.17% 
Registry certificate issued,Petition,instant,131,1.27 wks,1.23 yrs,0,767,0.19,2.27 
yrs,4,898,1 day,0,21.85 yrs,16% 
Petition,Freely distributed (by draw) (exclusive movement of the distributor),instant,0,in-
stant,instant,0,55,0.01,instant,1,55,instant,0,instant,1.15% 

Petition,End,instant,0,instant,instant,0,481,0.1,instant,1,481,instant,0,instant,10.03% 
Start,Registry certificate issued,instant,0,instant,instant,0,72,0.02,instant,1,72,instant,0,in-
stant,1.5% 
Conclusions for decision,DJE,instant,"2,828",2.57 days,4.6 mths,0,"3,089",1.23,20.62 
yrs,16,"5,917",1 day,1,41.64 yrs,64.42% 
DJE,Conclusions for decision,instant,111,1.56 days,2.86 wks,0,620,0.15,5 mths,7,731,1 
day,0,3.13 yrs,12.93% 
Start,DJE,instant,0,instant,instant,0,18,0,instant,1,18,instant,0,instant,0.38% 
Registry certificate issued,DJE,instant,287,2.71 days,5.19 mths,0,"1,423",0.36,1.91 
yrs,4,"1,710",1 day,0,12.67 yrs,29.68% 
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Conclusions for decision,End,instant,0,instant,instant,0,119,0.02,instant,1,119,instant,0,in-
stant,2.48% 
Freely distributed (by draw) (exclusive movement of the distributor),Registry certificate is-
sued,1 day,0,3.36 days,2.14 wks,0,132,0.03,instant,1,132,2 days,0,1.21 yrs,2.75% 
Conclusions for decision,Conclusions for decision,instant,83,2.16 wks,3.65 
mths,0,387,0.1,3.39 yrs,6,470,4 days,0,19.47 yrs,8.07% 
Publication Certificate issued,Publication Certificate issued,instant,19,1.75 days,5.42 
mths,0,271,0.06,3.29 wks,3,290,1 day,0,1.39 yrs,5.65% 
Freely distributed (by draw) (exclusive movement of the distributor),DJE,instant,0,2.95 
days,2.04 mths,0,666,0.14,instant,1,666,1 day,0,5.37 yrs,13.89% 

Start,Petition,instant,0,instant,instant,0,79,0.02,instant,1,79,instant,0,instant,1.65% 
Registry certificate issued,Registry certificate issued,instant,8,3.1 days,1.77 
mths,0,180,0.04,1.15 mths,2,188,instant,0,1.6 yrs,3.75% 
Registry certificate issued,Freely distributed (by draw) (exclusive movement of the distrib-
utor),instant,0,instant,instant,0,275,0.06,instant,1,275,instant,0,instant,5.74% 
DJE,DJE,instant,269,6.28 hrs,2.27 wks,0,847,0.23,2.07 mths,11,"1,116",instant,0,9.59 
mths,17.66% 
Petition,Petition,instant,"1,808",6.78 days,11.89 mths,0,"1,537",0.7,36.67 yrs,31,"3,345",1 
day,0,62.1 yrs,32.05% 
Petition,Publication Certificate issued,instant,402,8.07 hrs,2.71 wks,0,"1,054",0.3,3.97 
mths,8,"1,456",instant,0,1.34 yrs,21.98% 
DJE,Petition,instant,281,1.77 days,1.02 mths,0,933,0.25,1.43 yrs,5,"1,214",1 day,0,5.89 
yrs,19.46% 
Publication Certificate issued,Registry certificate issued,instant,65,1.95 wks,1.05 
yrs,0,677,0.15,2.9 yrs,4,742,6 days,0,27.71 yrs,14.12% 
Petition,Registry certificate issued,instant,51,5.17 days,1.97 mths,0,449,0.1,8.9 
mths,3,500,2 days,0,7.07 yrs,9.36% 
DJE,End,instant,0,instant,instant,0,52,0.01,instant,1,52,instant,0,instant,1.08% 
DJE,Publication Certificate issued,instant,"24,376",1.75 days,1.12 
mths,0,"4,690",6.06,115.9 yrs,31,"29,066",1 day,5,139.29 yrs,97.81% 

Here are some definition of terms: 
Activity: An activity describes tasks or actions, the sequencing of which results in a process. 
In a process map, an activity can also be called a node. 
Transition: A transition is a link from a source activity to a target activity. It indicates that 
the target activity directly follows the source activity. A transition is also called an arc. 
Case frequency of an activity/arc: The case frequency is the number of cases where an ac-
tivity/arc appears at least once.  
Average frequency of an activity/arc: The average frequency is the ratio of the number of 
times an activity/arc appears in all the cases in the event log to the number of cases in the 
event log.  
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Median frequency of an activity/arc: The median frequency is the middle number of cases 
when the number of cases where the activity/arc appears is arranged from the lowest to the 
highest.   
Max frequency of an activity/arc: The max frequency is the maximum number of times an 
activity/arc appears in any case.  
Min frequency of an activity/arc: The min frequency is the minimum number of times an 
activity/arc appears in any case. 
Total frequency of an activity/arc: The total number of times an activity/arc appears in the 
event log.  
Average duration of an activity/arc: The average time to from the beginning of an activ-
ity/arc to the completion of the activity/arc 
Median duration of an activity/arc: The median duration of an activity or arc. 

Max  duration of an activity/arc: The maximum duration of an activity or arc. 
Min duration of an activity/arc: The minimum duration of an activity or arc. 

Total duration of an activity/arc: The total duration of an activity or arc in the event log. 
Average cost  of an activity/arc: The average cost when executing an activity or arc. 

Median cost of an activity/arc: The median cost when executing an activity or arc. 
Max cost of an activity/arc: The maximum cost when executing an activity or arc. 

Min cost  of an activity/arc: The minimum cost when executing an activity or arc. 
Total cost  of an activity/arc: The total cost of executing an activity or arc in the event log. 
Bottleneck: A bottleneck is the transition with the highest total duration. It indicates that the 
target activity is unable to begin the activity quickly. It can also be the activity that has the 
highest total duration. Here it indicates that the activity takes longer to complete. 
Note: 

The Activity table and Transition table should be studied meticulously and holistically. 
The bottleneck can be determined from the Transition table and the Activity table. 
- From the Transition table, the bottleneck is the target activity (not the source activity) of 
an arc that has the highest average duration. This is usually the major source of bottlenecks. 
- From the Activity table, the bottleneck is the activity with the highest average duration. 
This is another type of bottleneck. 
Other bottlenecks are the source activity of a transition with relatively higher average dura-
tion or activities with relatively higher average duration. 

The most frequent activity is the activity in the activity table with the highest total frequency. 
To determine the cause of rework, inspect the transitions table. The cause of rework is an 
activity that leads to a possibility of transitioning back to a previous activity in a given case. 
For instance, in the transitions A -> B, B -> C, B -> D, D -> A. Activity "B" is a cause for 
rework because it leads to "D", the rework and "D" leads to "A" which is being executed 
another time in a case. In this case, A -> B -> D -> A is the rework loop. Note that there 
could be more activities in a rework loop. 
Before answering the question, 
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- Read the entire table carefully before answering. 
- When comparing for most or least, verify from the Activity table/Transition with the ab-
solute highest or least number (even if they may be outliers), not just a high or low value. 
- Double check answers before responding. 
- The activity names may be long and similar sounding. Take more care in distinguishing 
between them. 
- The tables may have many rows and columns. Do not focus on the first few activities. 
Instead, read the entire Activity table and Transition table. 
All answers for the questions should be from this prompt. The activities table and transition 
table should be studied meticulously and holistically. 

Write your answer in following order  
STEPS: 
Here are the steps to accomplish the task. Do not add additional text or explanation outside 
of the STEPS part.  

DESCRIPTION: 
Here is a description and reasoning behind the above approach.  

ANSWER: 
Your answer here 
PS: Read and understand this. Do not answer any question for now. The questions follow 
afterwards. 
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II. Sample	prompt	with	data	schema	
You are an expert in process mining and a database engineer. I want you to generate the 
relevant PostgreSQL queries to answer some questions about the performance of a process.  
The performance statistics for every activity and transition in an event log is stored in a 
relational db. The schema of both tables in the db is shown below. 
cursor.execute('''DROP TABLE IF EXISTS transitions CASCADE''') 

cursor.execute('''DROP TABLE IF EXISTS nodes CASCADE''') 
conn.commit() 

# SQL to create the 'nodes' table with updated types 
create_nodes_table_sql = """ 

CREATE TABLE IF NOT EXISTS nodes ( 
    Node TEXT PRIMARY KEY, 

    Min_duration FLOAT,   
    Total_Rework_frequency INT, 

    Average_duration FLOAT,   
    Max_duration FLOAT,   

    Min_frequency INT, 
    Case_frequency INT, 

    Average_frequency FLOAT,   
    Total_Rework_duration FLOAT,   

    Max_frequency INT, 
    Total_frequency INT, 

    Median_duration FLOAT,   
    Median_frequency INT, 

    Total_duration FLOAT,   
    Relative_case_frequency FLOAT   to store percentages as ratios 

); 
""" 

# SQL to create the 'transitions' table with updated types and foreign key constraints 
create_transitions_table_sql = """ 

CREATE TABLE IF NOT EXISTS transitions ( 
    Source_Node TEXT, 

    Target_Node TEXT, 
    Min_duration FLOAT,   

    Total_Rework_frequency INT, 
    Average_duration FLOAT,   
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    Max_duration FLOAT,   
    Min_frequency INT, 

    Case_frequency INT, 
    Average_frequency FLOAT,   

    Total_Rework_duration FLOAT,   
    Max_frequency INT, 

    Total_frequency INT, 
    Median_duration FLOAT,   

    Median_frequency INT, 
    Total_duration FLOAT,   

    Relative_case_frequency FLOAT,   to store percentages as ratios 
    FOREIGN KEY (Source_Node) REFERENCES nodes(Node), 

    FOREIGN KEY (Target_Node) REFERENCES nodes(Node) 
); 

""" 
Here are some definition of terms: 
Activity: An activity describes tasks or actions, the sequencing of which results in a process. 
In a process map, an activity can also be called a node. 
Transition: A transition is a link from a source activity to a target activity. It indicates that 
the target activity directly follows the source activity. A transition is also called an arc. 
Case frequency of an activity/arc: The case frequency is the number of cases where an ac-
tivity/arc appears at least once.  
Average frequency of an activity/arc: The average frequency is the ratio of the number of 
times an activity/arc appears in all the cases in the event log to the number of cases in the 
event log.  
Median frequency of an activity/arc: The median frequency is the middle number of cases 
when the number of cases where the activity/arc appears is arranged from the lowest to the 
highest.   
Max frequency of an activity/arc: The max frequency is the maximum number of times an 
activity/arc appears in any case.  
Min frequency of an activity/arc: The min frequency is the minimum number of times an 
activity/arc appears in any case. 
Total frequency of an activity/arc: The total number of times an activity/arc appears in the 
event log.  
Average duration of an activity/arc: The average time to from the beginning of an activ-
ity/arc to the completion of the activity/arc 

Median duration of an activity/arc: The median duration of an activity or arc. 
Max  duration of an activity/arc: The maximum duration of an activity or arc. 



46 
 

Min duration of an activity/arc: The minimum duration of an activity or arc. 
Total duration of an activity/arc: The total duration of an activity or arc in the event log. 

Average cost  of an activity/arc: The average cost when executing an activity or arc. 
Median cost of an activity/arc: The median cost when executing an activity or arc. 

Max cost of an activity/arc: The maximum cost when executing an activity or arc. 
Min cost  of an activity/arc: The minimum cost when executing an activity or arc. 

Total cost  of an activity/arc: The total cost of executing an activity or arc in the event log. 
Bottleneck: A bottleneck is the transition with the highest total duration. It indicates that the 
target activity is unable to begin the activity quickly. It can also be the activity that has the 
highest total duration. Here it indicates that the activity takes longer to complete. 

Note: 
The Activity table and Transition table should be studied meticulously and holistically. 

The bottleneck can be determined from the Transition table and the Activity table. 
- From the Transition table, the bottleneck is the target activity (not the source activity) of 
an arc that has the highest average duration. This is usually the major source of bottlenecks. 
- From the Activity table, the bottleneck is the activity with the highest average duration. 
This is another type of bottleneck. 
Other bottlenecks are the source activity of a transition with relatively higher average dura-
tion or activities with relatively higher average duration. 
The most frequent activity is the activity in the activity table with the highest total frequency. 
To determine the cause of rework, inspect the transitions table. The cause of rework is an 
activity that leads to a possibility of transitioning back to a previous activity in a given case. 
For instance, in the transitions A -> B, B -> C, B -> D, D -> A. Activity "B" is a cause for 
rework because it leads to "D", the rework and "D" leads to "A" which is being executed 
another time in a case. In this case, A -> B -> D -> A is the rework loop. Note that there 
could be more activities in a rework loop. 

Before answering the question, 
- Read the entire table carefully before answering. 

- Understand the question and generate an accurate PostgreSQL query to get the result. 
- Please take note of the column names in both tables. 
All answers for the questions should be from this prompt. The schema of the activities table 
and transition table should be studied meticulously and the relationship between them 
should be mastered. 
Write your answer in following order  

STEPS: 
Here are the steps to accomplish the task. Do not add additional text or explanation outside 
of the STEPS part.  
DESCRIPTION: 

Here is a description and reasoning behind the above approach.  
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ANSWER: 
Your SQL query here 
PS: Read and understand this. Do not answer any question for now. The questions follow 
afterwards 
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III. Baseline	definition	of	terms	
Here are some definition of terms: 
Activity: An activity describes tasks or actions, the sequencing of which results in a process. 
In a process map, an activity can also be called a node. 
Transition: A transition is a link from a source activity to a target activity. It indicates that 
the target activity directly follows the source activity. A transition is also called an arc. 
Case frequency of an activity/arc: The case frequency is the number of cases where an ac-
tivity/arc appears at least once.  
Average frequency of an activity/arc: The average frequency is the ratio of the number of 
time an activity/arc appears in all the cases in the event log to the number of cases in the 
event log.  
Median frequency of an activity/arc: The median frequency is the middle number of case 
when the number of cases where the activity/arc appear is arranged from the lowest to the 
highest.   
Max frequency of an activity/arc: The max frequency is the maximum number of times an 
activity/arc appear in any case.  
Min frequency of an activity/arc: The min frequency is the minimum number of times an 
activity/arc appear in any case. 
Total frequency of an activity/arc: The total number of times an activity/arc appear in the 
event log.  
Average duration of an activity/arc: The average time to from the beginning of an activ-
ity/arc to the completion of the activity/arc 

Median duration of an activity/arc: The median duration of an activity or arc. 
Max  duration of an activity/arc: The maximum duration of an activity or arc. 

Min duration of an activity/arc: The minimum duration of an activity or arc. 
Total duration of an activity/arc: The total duration of an activity or arc in the event log. 
Bottleneck: A bottleneck is the transition with the highest average duration. It indicates that 
the target activity is unable to begin the activity quickly. It can also be the activity that has 
the highest average duration. Here it indicates that the activity takes longer to complete an 
activity. 
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IV. Upside	definition	of	prompts	
Activity: An activity describes a task or action or step that is executed within a process. 
In a process map, an activity can also be called a node. A specific activity can be observed 
many times in process executions. Activities have names also called labels. 
Case: A sequence of activities defines a process execution. A process execution is also 
called a case or a process instance. 

Log: A log is a collection of data recording cases. 
Process map: A process map is a visual representation of a log. A process map is a graph 
where the nodes represent activities and the arcs represent transitions between two activities. 
Activity case frequency: This is the number of times a specific activity is observed in dif-
ferent cases. 
Activity total frequency: This is the number of times a specific activity is observed in all the 
cases. 
Activity average frequency: This is calculated as the case frequency of an activity divided 
the total frequency of the same activity. 
Activity median frequency: Considering the number of times we observed a specific activity 
in a case, this is the median. 
Activity max frequency: This is the highest number of times an activity is observed in a 
single case of a log. 
Activity min frequency: This is the least number of times an activity is observed in a single 
case of a log. 
Activity duration: This is the time, in seconds, that an instance of activity takes from start 
to finish. 
Activity average duration: Among all the durations of a specific activity in a log, this is the 
average duration. 
Activity median duration: Among all the durations of a specific activity in a log, this is the 
median duration. 
Activity max duration: Among all the durations of a specific activity in a log, this is the 
slowest duration. 
Activity min duration:  Among all the durations of a specific activity in a log, this is the 
fastest duration. 
Activity total duration: Considering all the observed durations of a specific activity in a log, 
this is their sum. 
Activity cost: This is the cost, in euros, of an instance of activity. 
Activity average cost: Among all the costs of a specific activity in a log, this is the average 
cost. 
Activity median cost: Among all the costs of a specific activity in a log, this is the median 
cost. 
Activity max cost: Among all the costs of a specific activity in a log, this is the most expen-
sive cost. 
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Activity min cost: Among all the costs of a specific activity in a log, this is the cheapest 
cost. 

Activity total cost: Considering all the costs of a specific activity in a log, this is their sum. 
Activity total rework: This is the number of times we observe a specific activity more than 
once in a case. 
Activity total rework duration: This is the total duration of all the activity instances observed 
more than once in a case. 
Activity total rework duration: This is the total cost of all the activity instances observed 
more than once in a case. 
Activity bottleneck An activity bottleneck is the activity with the highest average duration. 
It indicates that, in a case, the activity takes a long time to be completed.  
Transition: A transition is a directly-follows relation between two activities. In a process 
map, a transition is represented by an arc having a source node and a target node. A transition 
can be also called an arc. A specific transition can be observed many times in a log. Transi-
tions do not have names, their name is the concatenation of the source and target node labels. 
Source Node: This is where an arc starts. 

Target Node: This is where an arc ends. 
Transition case frequency: This is the number of times a transition is observed in different 
cases. 
Transition total frequency: This is the number of times a transition is observed in all the 
cases. 
Transition average frequency: This is calculated as the case frequency of a transition divided 
the total frequency of the same transition. 
Transition median frequency: Considering the number of times we observed a transition in 
a case, this is the median. 
Transition max frequency: This is the highest number of times a transition is observed in a 
single case of a log. 
Transition min frequency: This is the least number of times a transition is observed in a 
single case of a log. 
Transition duration: This is the time, in seconds, that a transition takes from start to finish. 
The duration of a transition is also the waiting time between the source and the target of the 
transition. 
Transition average duration: Among all the durations of a specific transition in a log, this is 
the average duration. 
Transition median duration: Among all the durations of a specific transition in a log, this is 
the median duration. 
Transition max duration: Among all the durations of a specific transition in a log, this is the 
slowest duration. 
Transition min duration: Among all the durations of a specific transition in a log, this is the 
fastest duration. 
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Transition total duration: Considering all the durations of a specific transition, this is their 
sum. 
Transition total rework: This is the number of times we observe a specific transition more 
than once in a case. 
Transition total rework duration: This is the total duration of all the transitions observed 
more than once in a process instance. 
Transition bottleneck: A transition bottleneck is the transition with the highest average du-
ration. It indicates that, in a case, the target activity has a long waiting time before being 
executed. Bottlenecks reduce the overall performance of a process. 
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V. Questions	asked	of	the	prompt.	
1. What is the most frequent activity? - Analysis 
2. What is the most frequent transition? - Analysis 
3. Which activity has the shortest execution time, indicating a potential area of effi-

ciency? - Mine 
4. Which transition occurs in the large number of cases? - Analysis 
5. Which transition occurs the least in the process? - Analysis 
6. What is the average number of activities per case? - Mine 
7. What is the average execution time of activity 'Conclusions for decision'? - Analysis 
8. What activity is the major bottleneck in the process? - Advanced analysis 
9. What are the possible root causes of the bottleneck in my process? – Advanced anal-

ysis 
10. What other bottlenecks exist in the process? - Advanced analysis 
11. Which activity should I automate to get the largest reduction in case duration? - 

Advanced analysis 
12. What activity had the highest average execution time? - Analysis 
13. What activity had the highest total duration? - Analysis 
14. What are the main causes of rework in this process? - Advanced analysis 
15. What changes could I make to reduce the amount of rework? - Advanced analysis 
16. What is the average time between activities 'DJE' and 'Publication Certificate is-

sued'? - Analysis 
17. What tasks are executed for all cases? - Analysis 
18. Is there rework in the process? - Analysis 
19. Identify the rework loops in the process? - Advanced analysis 
20. How would my process behave if I remove the activity “DJE“? - Advanced analysis 

  



53 
 

VI. The	use	of	AI	
Since this study involved experiments with Large Language Models (LLMs), AI was used 
to generate the results. As explained in Chapter 5, GPT-4 through the ChatGPT wrapper and 
Claude Opus 3 through the Anthropic chat interface were used to generate answers to pro-
cess mining questions. The methodologies and prompts used for the LLMs are outlined in 
Chapter 4. This is as far as the use of LLMs goes in this study. The process mining questions 
were informed by relevant process mining literature (see Section 5.2). 
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