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Liikuvate objektide tuvastamine ja j�algimine ka-

sutades d�unaamilise esiplaani ja tagaplaani eral-

damist liikluse anal�u�usimiseks mobiilsete seadme-

tega

L�uhikokkuv~ote:

See töö kirjeldab automaatset esiplaani-tagaplaani tuvastamist edasise liikluse
analüüsimise eesmärgil. Selle projekti põhieesmärgiks on tuvastada ja rakendada
tagaplaani eemaldamise algoritmi, mis tugineb Gaussi segumudelil selleks, et soori-
tada robustset tagaplaani lahutamist reaalajas. Taoline süsteem on võimeline ära
tundma liikuvaid objekte videojadas kasutades ainult tavalist kaamerat. Rakendus
oli esialgu teostatud arvutil C++ OpenCV teegi abil. Järgnevalt algoritmi kood
oli tõlgitud selleks, et see oleks käivitatav Android seadmel.
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Moving object detection and tracking using dy-

namic background and foreground separation for

the purpose of tra�c analysis on mobile devices

Abstract:

This work describes an automatic background-foreground detection for the pur-
pose of further analysing of traffic. The aim of this project was to investigate and
implement the background removal algorithm that uses Gaussian Mixture Model
to perform robust background subtraction in real time. This kind of a system can
recognize the moving objects in the video sequence using only camera. It finds
its application in traffic analysis. The implementation has been done firstly on a
computer using C++ OpenCV library followed by translating the code for being
executable on Android device.
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Chapter 1

Introduction

Due to various events, police or municipality may need to divert the traffic and
while doing that they need to monitor the traffic [KMIS00], so they can provide
citizens a better service. In this thesis a computer vision based automatic traffic-
analysis system is proposed. Video streams of the road will be captured via mobile
devices and then by counting number of moving vehicles in specific duration of
time, some statue for the level of traffic will be assigned. In this work, drones are
being used in order to obtain video streams from the road. This thesis is deal-
ing with several important challenges such as dynamic background registration,
shadow removal, denoising and moving object detection. The proposed system will
work in real-time scenarios, hence there is a challenge of optimizing the algorithms
in a way that it will be runnable in real-time.

In order to make a clear understanding of the proposed thesis work, it is required to
overview some fundamental definitions. The proposed algorithm requires to detect
any changes caused by moving objects. The problem is that movement in objects
such as trees and bushes which are not desired, exist, which means the background
isn’t static all the time. This is why the system has to implement algorithm
allowing to determine, which movements are caused by actually moving objects
we are interested in and which movements are caused by background objects. All
the static areas that do not change over the time jointly with the areas, which are
recognized as dynamic background using probabilistic model, form the background
layer. All the rest is defined as foreground. Performing this kind of separation
makes it possible to have actually moving objects and the background separately
in different layouts. In order to accomplish our aims the following tasks need to
be conducted properly:

1. Drone-based traffic analysis means a camera is attached to a flying over
streets drone. Thus, we need an algorithm that determines, what is an
actually moving object and what are the changes caused by the camera
movement.
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2. Tra�c analysis, obviously, can be performed only outside, which means we
need to consider weather changes as an in
uencing factor. For example, rain
can cause additional noise, wind may perform movement in the objects such
as trees and bushes that we would like to recognize as background.

3. Light conditions might as well a�ect object detection mechanism, so we need
to take that into account too.

4. Real-time detection means high computational abilities. In our case it means
the algorithm needs to be very well optimized as it is supposed to be run on
a raspberry pi or an Android device attached to the drone. These devices
have their hardware limitations, so the algorithm has to correspond to them.

The availability of all the aforementioned challenges makes this work interest-
ing both in theory and application. Current image processing tools have proven
it is possible to perform object detection and tracking precisely. For example,
determining, what object is moving between video frames is possible by simple
background subtraction, which can be enhanced by applying probabilistic models,
such as Bayesian rule, to better recognize, what is foreground, what is background.

Illumination changes can be solved by applying illumination enhancement tech-
niques such as contrast stretching and singular value equalization, noise caused by
rain or wind can be eliminated using blurring followed by applying morphological
operations such as opening. Shadow removal can be performed after modelling
the background and applying morphological operations using thresholding.

Although within this thesis we are aiming to �nd a solution for tra�c analysis of
the road, but the developed algorithm can be used for any other purpose, in which
dynamic background and foreground separation is the main challenge.
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Chapter 2

Background

This chapter explains, how the established main goal can be achieved. It gives
an overview of existing image processing techniques and algorithms suitable for
detecting moving objects. Also some technical details are explained in here.

2.1 Background and foreground separation tech-
niques

Background and foreground separation refers to the process of detecting the
parts of input image that belong to the foreground and the background and
separating them to di�erent layers, so they can be accessed separately later
[HJLB98, YYS+ 15, SCP+ 15]. There are various methods that allow to perform
background or foreground detection, which are two sides of the same problem.
Solving one of them will result in solution of another. In paper [QWX11] some of
the basic methods are described. Here is the list of them:

1. Multi-Frame average method [WJW04] - takes average from the frame se-
quence. To store this sequence it requires memory. In addition, a threshold
value must be de�ned and adjusted depending on the degree of the environ-
mental change.

2. Selection method [LYT+ 03][RC78] - sudden change in a pixel means this
pixel belongs to foreground. Also requires setting up a threshold, which is
hard to determine. Threshold has the impact, whether the background will
be sensitive or insensitive to changes.

3. Selection-Average method [SFD94] - combination of the previous two, which
is meant to �x the disadvantages of one another.
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4. Kalman-Filter based adaptive background update method [RMK95] - pixel-
wise estimates the background and adapts to catch the light and weather
changes, so if any noise appears it is considered moving objects. Requires
much calculation time.

5. Another adaptive background update method can be found in [MMP05] - es-
timates the background using current frame and a binary mask of foreground
detected so far.

6. Frame di�erencing [JS04] - compares current frame with the previous one,
assuming the background stays the same. If any changes appear, they are
caused by moving objects

7. Optical 
ow method [GTCS+ 01] - where traditional background subtraction
algorithm fails, optical 
ow performs well, for example in crowded places.
Traditional subtraction is faster and simpler, but depends on the availability
of the background image.

All of the aforementioned algorithms without improvements are meant for static
background, which means there has to be no camera movement, while obtaining
the real-time video sequence. The goal is to make an algorithm that is able to
work with dynamic background, therefore, those methods are not suitable.

Another solution for background detection is introduced in [ZYY13]. Authors call
their method DECOLOR - Detecting Contiguous Outliers in the Low-Rank Rep-
resentation. DECOLOR is not dependant of the static background as well as it
does not need any training sequences. It avoids complicated motion computations
because of the outlier detection and low-rank modeling. It is assumed that the
background images are in linear correlation. \Thus, the matrix composed of vec-
torized video frames can be approximated by a low-rank matrix, and the moving
objects can be detected as outliers in this low-rank representation" [citation from
3]. Object detection and background estimation are performed simultaneously.
Objects are segmented based on motion information. Motion segmentation is the
process of decomposing the image into motion layers with an assumption that
the optical-
ow �eld is smooth in every layer. Alternative approach is analyzing
point trajectories. Background subtraction is used in this method, when training
sequence doesn't contain foreground objects and the camera is static. DECOLOR
works poorly, if the camera moves a lot or if the background is 3D. As stated in
[ZYY13] the DECOLOR is not suitable for real-time object detection.

One more way for foreground-background segmentation is using the codebook
model [KCHD05]. Background model in case of this algorithm is constructed in a
way that each pixel of the background is encoded using one or more codewords.
This allows creating compact background model with continuous updates, so it can
�t for stationary and dynamic backgrounds. Algorithm makes a decision whether
the pixel belongs to the background or the foreground depending on pixel's color
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distortion and brightness. If distortion is less than the detection threshold and
brightness lies within the brightness of the codeword, then the pixel belongs to
background, otherwise - foreground. Despite the fact that the algorithm is fast
and cheap, it has undesirable disadvantages:
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1. It needs training.

2. Optimizations proposed in [KCHD05] are required to achieve a competitive
level.

3. It works good with low-quality videos.

In [SJK09] the next approach can be found. To di�erentiate between objects in
motion and objects at rest geometric constraints can be used at sparse locations.
These sparse locations can then be used to build foreground and background
appearance models, which basically means segmenting the background and fore-
ground. RANSAC in this algorithm is used for estimating the trajectories of the
objects presented in the scene. If the object's actual trajectory is di�erent than
the estimated one, it means the moving object is detected. Unfortunately, track-
ing �rst and separating after approach requires high computational power, so it
cannot be suitable as well, even though the recognition is highly accurate.

2.2 General Gaussian Mixture Model (GMM)

Mixture of Gaussians (MOG) or known as Gaussian mixture model (GMM) is a
background modeling method that detects moving objects from static cameras.
In this section the basic MOG algorithm is described, so the principle is under-
standable. In the context of tra�c analysis in [FR97] every background pixel is
proposed to be represented using mixture of three Gaussians corresponding to
road, vehicle and shadows. First step is to initialize the model using EM algo-
rithm [DLR77]. Then manual labeling of the Gaussians is performed as follows:
the darkest component is always a shadow, in remaining two components the one
with largest variance is vehicle and the other is road. This is �xed for all the
process, which causes lack of adaptation to changes over time. Foreground de-
tection is performed in a way that every pixel is compared with each Gaussian
and is classi�ed accordingly. For real-time consideration method is maintained
using incremental EM algorithm. Described logic of the MOG algorithm is gener-
alized in [SG99] by modeling the recent history of the color features of each pixel
f X 1; :::; X tg by a mixture of K Gaussians.

2.2.1 Principle

As described in [BEBV08], each pixel should be characterized by its intensity in
the RGB color space. Then current pixel's probability is calculated using following
formula:

P(X t ) = K
i =1 wi;t h(X t ; mi;t ; � i;t ); (2.1)
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where K is the number of distributions, wi;t is a weight associated to thei th

Gaussian at timet with mean mi;t and standard deviation� i;t . h is a Gaussian
probability density function:

h(X t ; m; � ) =
1

(2p)n=2j� j1=2
e� 1

2 (X t � m) � 1 (X t � m) ; (2.2)

RGB color components are assumed independent, so they have the same variances.
This way covariance matrix is of the form:

� i;t = s2
i;t I (2.3)

So, mixture of K Gaussians characterizes every pixel. After de�ning the back-
ground model, di�erent MOG parameters, such as number of GaussiansK , the
weight wi;t associated to thei th Gaussian at timet, the meanmi;t and the covari-
ance matrix � i;t must be initialized. Once the parameters are set, a �rst foreground
detection can be made, after that parameters are updated. When new frame in-
comes at timest+1, a match test is made for each pixel. A pixel matches Gaussian
distribution, if the Mahalanobis distance is:

q
(X t+1 � mi;t )T � � � 1

i;t � (X t+1 � mi;t ) < ks i;t ; (2.4)

where k is a constant threshold 2.5. Then, two cases are possible: a match is
found or match is not found. In case 1, if the Gaussian distribution is identi�ed
as background, the pixel is considered background as well, otherwise the pixel is
classi�ed as foreground. In case 2 pixel is always classi�ed as foreground. Now
the background mask is obtained. Updating parameters described in [BEBV08] is
required for the next foreground detection.

2.3 GMM alternatives

tocsectionGMM alternatives

Adaptive background estimation and foreground detection can be performed using
Kalman-Filtering, as stated in [RMK95]. However, this approach has some criti-
cal limitations, such as it cannot assume continuously moving foreground objects
and can be applied only to grayscale video input with static background. Also
it requires signi�cantly more computational power than GMM. Paper [LHGT04]
proposes a method for static modeling of complex backgrounds. This one could be
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applied for both static and dynamic backgrounds and performs even with better
accuracy than GMM. High accuracy is achieved by operating in all three domains:
spectral, spatial and temporal. Spectral features to model the background, spa-
tial features to be robust to illumination changes, temporal features to describe
dynamic background pixels. Foreground object detection is performed following
these steps:

1. change detection - �lter out pixels that do not change (background) using
simple image di�erencing,

2. change classi�cation - change that occurs at a static or a dynamic point
is classi�ed as background or foreground using Bayes decision rule and the
statistics of the corresponding principal features,

3. foreground object segmentation - by post processing on a segment remaining
change points are combined into foreground regions (a pair of opening and
closing, �lling the holes, deleting small regions, applying AND operation to
remove false foreground regions),

4. background maintenance - update the background using the feedback from
the previous segmentation.

Disadvantages of this method are:

1. If a moving object stops and stays still for a long time, it becomes a back-
ground.

2. Features of foreground objects can be determined wrongly, if the scene is
crowded.

3. Memory requirement for each pixel is 1.78 KB. If video is of the size 160x120
pixels, then maximum rate is 15 fps. This is not real-time sampling.

Another paper about foreground object detection from videos with complex back-
grounds is proposed in [LHGT03]. As the previous one, this method allows extract-
ing foreground from complex background, which contains stationary and moving
objects, includes learning strategies for sudden "once-o�" changes and makes de-
cision whether the pixel belongs to background or foreground using Bayes decision
rule. To model the complex background two types of features are employed: sta-
tionary parts are described by statistics of most signi�cant colors, motion parts
are described by most signi�cant color cooccurences. This method uses general
Bayesian framework, which allows integrating more than one feature, unlike almost
all existing methods that use only one type of feature (color or optical 
ow) to
model the background. The algorithm steps are the same, as in previous method.
It also performs with higher accuracy than the GMM, however it has all the same
disadvantages, as the previous method.
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2.4 Learning algorithms

Besides the naive approaches, such as frame di�erencing, and statistical ap-
proaches, such as GMM, there are also algorithms for detecting foreground objects
using learning mechanisms. In [LXG+ 13] the integration of statistical background-
foreground extraction and SVM classi�er for pedestrian detection and tracking
is explained. In this case background-foreground extraction algorithm is used
to assist training and detection phases of SVM classi�er that is based on the
Histogram of Oriented Gradients (HOG) feature [DT05]. For background rep-
resentation GMM is used. Tracking is realised by using Camshift tracker and
Kalman-Filter. Foreground extraction speed for a frame of 704 576 is about 140
ms, background learning speed for the same frame is 120 ms, tracking is about
20 ms per pedestrian. This makes it possible to be used as a real-time algorithm.
However, every learning algorithm requires training before it can be used. This is
the reason adjusting GMM was preferred over the learning.
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Chapter 3

Methodology

In order to achieve such a high level goal it requires use of combination of various
image processing techniques, so as a result the �nal goal can be accomplished.
Figure 3.1 illustrates a 
owchart of the implemented algorithm. Firstly it is re-
quired to obtain a real-time video sequence streams acquired by the camera. After
the video is acquired the processing can be started. The proposed algorithm is
applied to each frame of the video sequence. The details of the proposed algorithm
is given below.

3.1 Gaussian Mixture Model. Shadows

To separate input frame into 2 layers, namely, background and foreground, the
enhanced Gaussian mixture model (GMM) method proposed by Zivcovic [Ziv04]
is applied. It is a pixel-wise operation, which means the probabilistic estimation
for determining, whether the pixel belongs to the moving part of the image (fore-
ground) or to the static one (background), is build for every pixel. Foreground
layer is built from pixels that are considered moving objects presented in the scene.
All the other pixels that are recognized as static pixels, i.e. no signi�cant change
was detected in them, form the background. As a result there are 2 layers: one
contains pixels that most likely belong to the foreground and the other contains
pixels that most likely belong to the background. This kind of a separation allows
performing further processing on the foreground separately, without including pix-
els which are in the background cluster. Output of the GMM is a binary mask,
where 0's are the background and 1's are the foreground as shown inFigure 3.2.
Probabilistic approach allows to discard sudden changes, because they are not
persistent in the scene, thus the probability that it is an actually moving object
is very low.

One of the problems, while separating the foreground from the background, is risen
to the fact that objects in real world have shadows. When object is moving, its
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Figure 3.1: Flow-chart of the algorithm. Each frame of the video sequence is an
input. After input is received, low-pass �lter (LPF) is applied. Next step is to
separate forefround from background using Gaussian Mixture Model (GMM).
Result of GMM is a binary mask that is used for displaying only moving parts
and drawing blobs around moving objects. Further details on every step can be

found below

shadow is also moving causing signi�cant changes of illumination of background
in the scene that might be falsely considered as foreground. However algorithm
is meant to detect moving cars, not their shadows. This is the reason shadows
are considered as noise. GMM allows the algorithm to detect shadows and re-
turns mask containing 3 layers: background, foreground and detected shadows,
as described earlier in [inner ref to GMM section from background]. Shadow is
represented as a gray layer on a mask as shown inFigure 3.3. By manipulating
GMM parameters it is really simple to discard all the detected shadows stored
in the gray layer, so eventually the binary mask containing only foreground and
background is obtained.

Not only shadows can cause undesirable changes in the scene. As all the retrieved
video sequences are taken outdoors, weather conditions have signi�cant impact
on the captured scene. Changes caused by weather is also noise signals for the
the proposed algorithm and this is important to note that all the noise has to
be considered as part of the background. Examples of noise can be undesired
events such as rain, snow, movement in the trees and bushes caused by wind,

15



Figure 3.2: This �gure illustrates, how the output of the GMM algorithm looks
like on Android device. It is a black-and-white mask, where black is background
and white is foreground containing moving objects. Objects have such smooth
borders, because low-pass �lter was applied to the image before GMM. Details

are in the next section

Figure 3.3: On the left side original image is presented. On the right side the
output of the GMM - binary mask is displayed. It has one more layer meant for

shadows - gray areas around the objects. Those are detected shadows

light changes during the day. All of those changes have to be discarded for more
accurate recognition. Some other moving objects might be present in the scene,
such as birds, dogs, cats, pedestrians and so on. As the main objective of this
algorithm is to detect cars, all the smaller objects such as humans or animals are
undesirable for us and have to be disregarded.
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