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Introduction

Time planning has become increasingly important part of our everyday lives to fit all the necessary operations into a short period of time. To make the planning more efficient and to make it reflect closer to the reality, we want to estimate the time consumption of each task. One of the tasks that we carry out many times every day is to travel from source to destination. The time consumption of this task can sometimes be very difficult to estimate. Therefore, travel time prediction or estimated time of arrival (ETA) is one of the most well known and most used location-based services.

The travel time prediction is particularly complex task because of all the different variables that influence the outcome. One of the most important variables is traffic density, which is related to the particular location, roadworks, time, weather and is influenced even by the events happening nearby. All of those variables contribute heavily to the route selection and therefore the travel time prediction.

Estimating travel time and time of arrival has become crucial part for any logistics-based business and therefore predictive systems and algorithms working with geospatial data have become increasingly more popular topic in the industry. Some of the ride sharing platforms have already integrated predictive systems to the extent where the system is able to predict the location of the next order and places ghost order in the area which is linked to the actual location as soon as the client confirms the order. This method helps to reduce arrival time and therefore increases customer satisfaction through user experience. This has resulted the increase in interest of location-based services (LBS), route planning, multimodal journey planning and shared ride, which are the core services provided by all ride hailing companies such as Uber, Bolt, Lyft, etc.

1.1 Objectives and limitations

The goal of this paper is to introduce all the pre-processing stages, which have to be carried out in order to calculate ETA with considerable accuracy. In addition, this paper will give a short overview of the model, which we used to validate the outcome of the pre-processing steps to see how those stages contributed to the final result. The main emphasis will be on estimating traffic status based on the raw Global Positioning Service (GPS) data, which is one of the key factors of providing the accurate prediction for the arrival time.
Our proposed method will be efficient on the same transportation type as the original training data and it will provide travel time estimates only in the areas, which are covered in the training data. In addition, this method is efficient only in relatively similar environments as the original training data because it is static and does not adapt to changes in road network or vehicle behavior. The proposed method requires certain amount of sample resolution which should be at least 1 Hz. However, it can be adapted to sparser data, which is described more detailed in the section 3.5. Furthermore, this method is sensitive to the quality of external data covering speed limits and section lengths as well as input data quality containing average speed of the GPS device.

1.2 Contribution

This thesis has been conducted within collaboration project between the University of Tartu and Bolt (former Taxify) in order to enhance GPS data quality and develop predictive methods. Author of this thesis has taken part of this collaboration project as a member of Intelligent Transportation Systems lab (ITS). Many parts in this thesis are developed in the ITS lab and therefore made in collaboration with other team members, who were part of the Bolt collaboration project. Map matching algorithm together with Open Street Map (OSM) data extractor tool in this thesis is developed in the ITS lab and modified by the author in order to fit to this problem requirement. All other parts are developed solely by the author with some helpful assistance from the members of ITS lab.

1.3 Roadmap

In this thesis, the main focus is to address the problem of predicting the arrival time using information about traffic density. The second section gives an overview of state-of-the-art solutions and broader background of the topic. The third section describes characteristics of the used dataset and covers thoroughly all needed steps to process the raw GPS data into the form which can be used for accurate travel time estimation.

The third section comprises of eight sub-sections where the first sub-section focuses on the broader view of the workflow. The second sub-section describes characteristics of used dataset. Third sub-section focuses on pre-processing, introducing the overall problems of the raw GPS data and how to overcome some of the simple issues like calculating the distance between the samples. The fourth sub-section describes map matching stage and fifth sub-section focuses on route reconstruction and tools used for this purpose. Sixth sub-section is
about traffic status estimation, seventh about gathering additional data and coupling with existing one. Last sub-section covers building the model and predicting the travel time.

The fourth section of this thesis gives an overview of the results and experiment setup used for the evaluation. The first sub-section is about experiment setup, second about our proposed method performance and feature importance. Third to fifth sub-sections are about comparison of our proposed method with two other well-known external methods.

Fifth section covers discussion and future perspectives. Lastly, the thesis ends with summary covered in the sixth section.
2. State-of-the-art solutions

Travel time estimation has gained popularity among scientists to develop new solutions helping the industry to provide better products and features. This section will discuss how the input information is obtained and what are the strengths and weaknesses for different types of travel time estimation algorithms. The first sub-section will cover collection of GPS data and specialties for processing such data. Second part discusses travel time estimation in general and third part introduces two alternative approaches which solve the same problem but in very different manner.

2.1 Introduction

The most used data for travel time estimation is collected using satellite navigation systems such as Global Positioning System (GPS). This navigation system is owned by the United States government and operated by the United States Air Force. It provides geolocation and time information to a GPS receiver anywhere on or near the Earth. The GPS project was launched by the U.S. Department of Defense in 1973 for the use by the U.S. military. It became fully operational in 1995, while using only 24 satellites [1].

Nowadays, GPS technologies have gained a wide usage and become part of people’s everyday life. It is an extremely versatile system and can be found in almost any sector with its applications of positioning, navigation, tracking, mapping and timing. Analyzing GPS data enables optimizing wide variety of different applications. In addition to the GPS system numerous countries have built or are developing their own global satellite navigation systems. For example Russia has developed GLONASS, China has launched BeiDou-2 and European Space Agency is developing Galileo [2], [3].

However, the quality of GPS data is not always consistent, as there are many variables which influence the GPS signal quality and accuracy. For example, GPS signal accuracy is considerably lower close to the high buildings or mountains (Figure 1). This is called canyon effect, which induces considerable amount of noise into the data and can occur even in Tallinn, although there are very few high-rise buildings and even fewer mountains nearby [4]. Canyon effect is very important factor in large cities where the high-rise buildings and other geospatial landmarks might interfere and reflect the signal.
Figure 1. Urban canyon effect, which results in loss of GPS data quality, as the signal is reflecting from the building causing noise and interference [5].

All aforementioned reasons eventually pile up and result a very noisy and inconsistent data. For example, noisy GPS trace of a single vehicle has been captured in Tallinn on the crossing of Laikmaa and Gonsiori streets (Figure 2). The area is covered with nearly uniform density of samples where it is almost impossible to determine the actual position of the device without any contextual information. In this case, the amount of noise is caused by traffic congestion where the device has stayed in the same region for long time and surrounding buildings have added additional noise by reflecting the signal. This effect can be reduced by coupling signal from many satellites at the same time to filter out the noise. This is usually done on the hardware level of the GPS receiver. This situation cannot be avoided completely because buildings and other objects reduce the connectivity and, in many cases, only minimal amount of satellites are visible for the receiver. Such complex problems on the other hand is a very good basis for researchers to solve the problem and develop even better solutions for the problem. The next sub-sections will define the problem scope and cover various different approaches how to tackle those problems and how to calculate ETA with considerable accuracy.
Figure 2. GPS samples are plotted as black dots on the underlying segment covering A. Laikmaa and Gonsiori streets in Tallinn.

2.2 Travel Time Estimation

Travel time estimation is considered as the travel time between the source and destination locations (Figure 3). Accurate travel time estimation has become important in different applications. For example, it is commonly used in public transportation systems for timetable construction and nowadays often integrated into a passenger information system as part of the core functionality of intelligent transportation systems [6].

Figure 3. Travel time prediction between the source (green pin) and destination (red pin) is referred as estimated time of arrival (ETA).

In recent years, the growth of sharing economy with new ride sharing platforms and services have increased the importance and usage of travel time prediction services. The accuracy of the platform predictive algorithms defines an important part of the user experience, as the knowledge, how long the user has to wait for the vehicle and what is the estimated arrival time helps users in planning their own time.
There are many ways to approach the travel time estimation problem. Some of the methods are built bottom-up from the raw GPS data, while other use broader metadata collected from the previous trips [7], [8]. This task is considered difficult because estimation is influenced by many variables such as type of transportation, environmental changes and correspondence of the data and the environment, where it was originally collected. In order to accurately predict ETA from the raw geographical location data many methods are coupling input data with external data sources to make it link with the environment [9]. In addition, various external sources which influence the travel time in the real life scenario can be used in order to further enhance the quality of prediction.

2.3 Travel Time Prediction or Estimated Time of Arrival (ETA)

One of the approaches, which can be considered as state of the art for ETA calculation and has influenced this research is published by researchers from DiDi AI Labs [7]. DiDi Chuxching Technology Co. is one of the largest transportation network companies reportedly valued after the last funding round in 2018 to be worth $56 billion [10]. Their proposed pipeline has been used as a basis for this research (Figure 4). The pipeline consists of four different data sources, including map information, GPS data, order context and augmented data.

![Travel time prediction pipeline proposed by DiDi AI Labs [7].](image)

**Figure 4.** Travel time prediction pipeline proposed by DiDi AI Labs [7].
The GPS data is coupled at the first stage with the map information to do map matching. On the next stage, sequence is linked and trajectories are formed between map matched samples. Third stage combines features from all data sources, including order context and augmented data, which are joined before feeding them to feature extractor module. Once the features are extracted the larger module called data aggregation is completed, followed by the next large module of offline training.

Offline training section introduces the Wide-Deep-Recurrence (WDR) model, which comprises of four pieces [7]. The wide network part contains affine transformation and cross product and takes both dense and sparse features as the input. The deep part contains Multi-Layer Perceptron (MLP) and the recurrent part contains Long Short Term Memory neural network (LSTM) which handles sequential features. All the results from three sub models are orchestrated by the Regressor using mean average percentage error (MAPE) loss. This model is depicted on the Figure 5.

![Figure 5. Wide-Deep-Recurrence network architecture [7].](image)

The motivation behind using such complex model is to overcome the issues, which each of these models separately have. This model balances memorization with the recurrent network, which also handles sequential data. Generalization and representation abilities are covered with the deep and wide learning models, which all are orchestrated by single Regressor using mean absolute percentage error (MAPE) loss function. They claim that their proposed solution is used on real time online learning setup and been deployed on Didi Churching platform, which is servicing millions of users every day.
The aforementioned article provided comparison between their model and the competitive solutions. It was shown that their method outperformed all existing solutions, but the difference between the results is relatively small. The difference between mean absolute percentage error (MAPE) in their proposed method and the gradient boosting was less than 2.4%.

Another approach of ETA calculation that can be considered as state of the art is proposed by scientists from Pennsylvania State University and from Twitter Inc. [8]. This method is similarly to our proposed method relying on raw GPS data mostly collected by taxi drivers in New York City, but it takes different approach. Most of the proposed solutions, including ours, are route based methods, which take the designated route and calculate travel time for each of the segments or sub sections and then extrapolates based on this information. This approach, on the other hand is inspired more by human thought process, which means if we are asked how much time does it take to drive to any destination, we are not dividing this problem into numerous smaller problems, but rather relying on our previous experience on this field and trying to guess, how much time would it take to go somewhere similar, where we have been and then adjust it according to the original problem.

Authors of the article are calling this method a neighbor-based method. However, taking just average from all past trips to the neighboring area would yield quite bad results, because it does not take into account any traffic density. In order to overcome this issue, all of the neighboring trips were weighed either according to the distance between the origin and destination points or average speeds across the distance. As the experiments showed, distance between source and destinations for neighboring rides were both very computationally expensive and did not give any additional accuracy. Average speed on the other hand was much better correlated with travel time and yielded better results. The average speed for the neighboring trips is found by averaging all trips near the timestamp of neighboring trip.

Authors of the aforementioned article used speed reference table to adjust the traffic density according to the time difference between trips (Figure 6). The speed reference values are plotted on the figure below where the estimated average speed is denoted with blue dotted line and the actual measured speed is denoted with red line. Relative average speed computation is efficient because it could be done offline and reference values have to be calculated periodically.
Figure 6. Average speed reference table for neighbor-based ETA method. Red line is denoting speed measured from traffic. Blue line is the reference used in the article gathered from the training data. This graph is covering Christmas week, where the traffic density is much lower on Wednesday because people are celebrating Christmas [8].

This method, however, as shown on the Figure 6, does not capture irregularities, such as national holidays. In order adapt better to the abnormal situations, the authors of the article proposed another method, which divides the whole time range into smaller time slots. Average speed of each slot is calculated by taking into account previous slots, seasonality and random noise. This information is fed into ARIMA model, which is predicting future values for the series. Finally, region information is added to the model, which is important if area is large and traffic density is not uniform across the whole area.

Results show that this method is a good baseline and in many cases can outperform far more complex methods which are route based. Also this method is simpler implementation wise than route based solutions and does not depend on map matching quality and suffer from data sparsity as much as most route based solutions. This method however has also some major limitations, which prevents it from being used in certain situations. For example, in a situation where two parallel routes lead to the same destination but only one of the routes is congested, would this method predict similar travel time for both. This limitation can be considered fairly important for services which quality and client satisfaction heavily depend on travel time estimation. The next section will discuss thoroughly our proposed method, which is also addressing this problem and therefore could be more suitable for ride sharing service application.
3. Methodology Adopted

This paragraph gives an overview of the data used for ETA calculation and validation, as well as describes in detail all the steps needed to pre-process the raw GPS data before applying it on our proposed method for arrival time prediction.

3.1 Introduction

There are various ways to predict the travel time. Our method belongs into a family of route based methods. This means that after specifying source and destination, the route is first identified and then travel time of each of the segments is calculated by aggregating historical data. Our proposed method relies on simpler baseline model and comparison of different feature vectors is used to estimate how much different features are influencing the prediction accuracy. For the evaluation of various features, different metrics, such as mean squared error (MSE), mean average percentage error (MAPE), mean absolute error (MAE) and other custom metrics were used.

In order to provide accurate estimation for the travel time, the floating GPS data has to be coupled with external data sources in order to take into account environmental factors. The largest environmental factor, which cannot be extracted directly from raw GPS data is the actual route in the road network. In order to recover original route from noisy GPS data the pre-processing step called map matching has to be carried out on the data to match it to the underlying base map.

The initial research plan of this thesis can be roughly divided into six steps (Figure 7). The first stage is pre-processing and cleaning the dataset. The second step is querying external data and matching the original raw GPS points to the underlying map. The underlying map used in the current thesis is from Open Street Map (OSM) database [11]. The third stage is reconstructing the routes in case the data density is too low. Fourth step would be estimating the traffic status for each segment in order to enhance the accuracy of the predictive model. Fifth step is for finding the optimal solution to fill the missing data and avoid data sparsity which is a very common problem with geo-spatial data, where center of the city is very densely covered and some parts of the suburbs does not have any sample coverage. The final step is to estimate traffic density and estimate travel time based on the knowledge gained in previous steps.
3.2 Data used

The data used in this paper was provided by Bolt (former Taxify), an Estonian ride-sharing company through the collaboration with the Institute of Computer Science in the University of Tartu. The GPS data was collected from taxis and only by handheld devices such as mobile phones. The raw data used for this research contains only GPS coordinates, timestamp, and order id to link samples into sessions. The quality of the raw data was inconsistent as the handheld devices used for collection vary largely in quality and manufacturers. In addition, there could be fluctuations of sampling frequency and quality even during single collection.

Sample dataset provided by Bolt contained 3.7 million GPS samples which were grouped using order id. Sequence of the dataset was defined by the timestamp. Dataset contained 5500 rides which were later divided into training and testing sets. In addition, it contained device speed in kilometers per hour recorded by the device GPS. This information could be also extracted from the data, if timestamps are provided, although it is less accurate because of GPS fluctuations.

To validate, if our proposed method of ETA is applicable with different quality of data, additional data of T-Drive Trajectory Sample dataset published by Microsoft in Shanghai was used [12], [13]. The main difference between Bolt’s and Microsoft’s data is frequency of sampling. In addition, the raw data of the T-drive dataset is missing some of the crucial information, which is widely used in order to enhance the precision of preprocessing stages, such as bearing and the original order of the GPS samples. The bearing could be inferred from the existing data using timestamps and further preprocessing stages such as map matching.
3.3 Pre-Processing

Pre-processing stage is the first step of the ETA prediction method described in current thesis. This stage starts with grouping the collected samples by order id and then sorting the samples by timestamp in ascending order, which enables to form a trace of the initial route. Secondly, bearing information is added, which can be obtained by looking the next sample point and calculating the angle between the points. In this calculation, it is important to consider the earth curvature, if the distance is larger than five meters. The earth curvature can be calculated using Haversine formula [14]. With smaller distances the error is relatively small and is outweighed by the overall noise. Therefore, the earth curvature can be excluded from the calculation, in case of smaller distances, in order to decrease the computational complexity.

3.4 Map Matching

In this section, the floating GPS data is coupled with external map data by mapping the original GPS points to the underlying map. In our case, Open Street Map (OSM) platform was used. It is an open source community driven project to create free editable maps [15]. This platform provides a convenient API to download map layers according to the predefined bounding box. Unfortunately, there are some limitations of the file size which can be queried at once. Therefore, smaller pieces had to be used for combining the topology of the map. For larger areas, such as Shanghai or Bucharest the topology had to be downloaded in parts with small sleep timer between the requests to prevent OSM server blacklisting the IP address as it resembles denial of service attack. There are libraries, which make the whole process easier, such as Overpass API which has Python wrapper named Overpy [16]. Unfortunately, tested libraries were not well optimized and in case of querying a large dataset it was more efficient to include timeouts of one second in fixed interval of time. Tool for downloading OSM map in tiles and combining them later to form comprehensive map was developed by Intelligent Transportation Systems lab.

OSM represents map topology using a graph notation [17]. Each road is split into smaller pieces called segments, roads with curvature are split into multiple segments. Segments correspond to edges in our topology graph. Between the segments are nodes, which connect multiple segments together. Nodes might be intersections, but do not have to. Nodes and segments can have additional information, for example information about the speed limit or the length of the segment. Nodes have also information weather the node corresponds to
crossing in the traffic and weather the crossing is regulated with traffic lights. On the Figure 8 there is a sample of OSM graph where each segment is color coded depending on the length of the segment.

**Figure 8.** Plot of the Bucharest OSM graph where segments are color coded based on the length.

Map matching is a process, where each sample pair latitude and longitude location will be matched to the base road segment [18]. It might seem like an easy task, which could be solved by brute force, but reckoning each device is recording the location with approximately 2Hz frequency, it becomes infeasible solution in the real-world scenario. The computational complexity exceeds any real world use case time boundaries and in this case even with small datasets.

Additional complexity of this task comes from the ambiguity of the process, if some of the samples are in between two feasible routes. In some cases, the noise makes it very difficult to determine, if the samples, which are close to each other in space, but have time difference, belong to the same segment. Such situations occur relatively often, for example during U-turns or in the districts where streets are very narrow and close to each other. Such case is depicted on Figure 9, where rightmost sample P3 could be matched both branches B and C.
Figure 9. Map matching process where GPS samples, which are not on the road, are matched to the underlying road network. P2 is not matched due to exceeding the orthogonal distance threshold to the road. P3 introduces ambiguity as it could be matched to B and C.

To overcome the problems mentioned above, a relatively simple algorithm, developed by Intelligent Transportation Systems (ITS) lab from the University of Tartu, was used in current thesis. This method was favorable, because of the efficiency and computation complexity. Although, this method was more efficient, but less accurate, it was used in order to maintain relatively short feedback loop, as most of the computations were carried out on a personal computer.

Aforementioned method uses R-tree to index spatial data in order to avoid calculating orthogonal distance from every sample to every segment [19], [20]. The road segment with smallest orthogonal distance is matched to the sample. In this experiment, distance threshold of 10 meters was used in order to prevent from matching very noisy samples and generating larger errors. For example, in the case depicted on Figure 9, the point P2 was not matched to the existing road network due to exceeding the orthogonal distance threshold.

As state-of-the-art solutions, there are more sophisticated approaches, which are using either machine learning or additional external data sources and sensors to determine the correct road segment for matching the sample. For example, one of the solutions that ITS lab members have proposed uses mobile phone sensors together with GPS signal to determine vehicle location more precisely and improve map matching accuracy [21]. This method considers vehicle speed, bearing and both longitudinal and latitudinal gravitational force to enhance the quality of GPS signal and predict precise location of the device in the road network. Adding additional sensors enables to foresee some of the future actions. For example, changing to the leftmost lane before the left turn is very difficult to detect using GPS signal, but can be extracted using accelerometer and gyroscope. This method uses Kalman Filter in order to extract important information from very noisy gyroscope signal [22].
3.5 Route Reconstruction and OSRM

After matching the data to an underlying map, route reconstruction stage is needed to fill in the missing data, because at some cases data can be sparse. Route reconstruction is a pre-processing procedure for recovering the original route from a set of possible routes [20]. For example, when using the aforementioned Microsoft dataset, the gap between the GPS samples is relatively large, reaching to even more than six minutes [12], [13]. If the data would be dense, the assumption that the vehicle trajectory is similar to straight line, could be used.

In case of sparse data, such as the Microsoft dataset, this assumption cannot be used, because in six minutes the car can travel considerable amount of distance and make numerous turns. Without knowing the trajectory of the vehicle, it is also difficult, if not impossible, to estimate the correct distance and speed. On the other hand, without knowing or estimating speed per segment it is difficult to estimate traffic density, which is one of the most important features in the case of this paper.

In order to resolve the problem mentioned above and get more accurate estimation of the route, additional information about the traffic is needed. In an example depicted on Figure 10, the information about one-way traffic helps to reconstruct the route of a vehicle with sparse data.

Figure 10. Route reconstruction of sparse data. The route reconstruction is the process of predicting the original route based on the map data and samples. Blue circles represent dense data samples and red circles represent sparse data samples. The orange line resembles reconstructed route. Double arrows mark the one-way traffic.
In order to get more accurate estimation of the actual route, a routing algorithm on top of the OSM map data is needed for trajectory estimation. The more thorough description of the Open Street Map (OSM) platform was provided in the previous sub-section 3.4. In case of our proposed method, route reconstruction was performed using Open Source Routing Machine (OSRM) [15].

OSRM is an open source routing engine for the Open Street Map platform and provides API to host routing server and query routes between two or more coordinates [15]. It provides implementation of various routing protocols, such as Multi Level Dijkstra (MLD), which is widely used [23]. In addition to the fastest route, OSRM provides alternative routes as well. It is important because the exact route and distance between the samples is not known, but the travel time information is available. For example, on the Figure 10, there are multiple available routes and it is important to pick the one which is most probable to be the original one. In order to increase the likelihood of picking the original route the distance and estimated time of arrival is calculated for each of the alternatives and the one which matched the closest time to original samples is picked. This method drastically increases the data density and helps to estimate speed and distance of the vehicle more precisely.

Unfortunately, the aforementioned OSRM platform does not provide Open Street Map (OSM) way id-s which are important for later stages for augmenting the data. The following sub section will cover retrieving the information about the road segments, which carry the additional features such as speed limit information and whether the road is only one way.

3.6 Traffic Status Estimation

One of the most important factors in travel time prediction is the traffic status estimation. Traffic status depends on many external and environmental factors such as weather, specific route and time. There are many alternative ways to estimate traffic density and status. Simpler methods use analytical approach, while more complex state-of-the-art methods use, for example, graph neural networks [24], [25].

Graph neural networks are particularly well fitting for this specific task because of their nature. One of the most natural ways for representing the road networks, as discussed before, is the graph representation. The graph neural networks are a special kind of neural networks which operate on graphs [25]. The main idea behind graph neural networks is to provide a way to take the input graph and predict the next state of the graph vertex attributes and edge attributes using the knowledge of global state. This does not allow to modify the graph by
adding new nodes or edges, but enables to learn and predict new states of the current graph. Such setup fits perfectly for predicting the traffic status in urban conditions where network itself is fixed, but the status of edges and nodes changes to reflect the current traffic density.

At the current test setup, the dataset did not have the labelled data about the traffic density with necessary fidelity to use it with graph neural networks described in the articles mentioned before, but it may be possible to adopt this method in the future [24], [25]. Therefore, an analytical approach using speed performance index to calculate congestion status was chosen [26]. This method could be optimized by vectorising all computations and to perform well, even on low compute power devices.

Our proposed method uses travelling speed from the data and maximum permissible road speed, which can be obtained from the OSM platform. However, the OSM map does not have speed limit information about all areas. In order to use this method, it was decided to fill missing values with default speed limit in urban areas in this region. Only urban areas were considered and therefore the induced error was within acceptable bounds.

The first step of our proposed method, was to group data by segments and calculate average travel speed per segment according to current timeframe. In this case, 60 minutes was chosen for the timeframe length according to the suggestion from the original article and by considering the amount of data and data density available for the test setup [26]. The second step was calculating the speed performance index $R_v$. The speed performance index was calculated as follows:

$$ R_v = \frac{\bar{v}}{V_{max}} \times 100 \quad (1) $$

In the formula $\bar{v}$ denotes average speed per segment at current timeframe and $V_{max}$ denotes the maximal permissible speed at the segment. The next step was to divide segments into four categories according to the predefined rules from the Table 1 below [26].
Table 1: Evaluation criteria for determining traffic status on the segment [26].

<table>
<thead>
<tr>
<th>Speed Performance Index $R_v$</th>
<th>Traffic State Level</th>
<th>Description of the Traffic State</th>
</tr>
</thead>
<tbody>
<tr>
<td>[0, 25]</td>
<td>Heavy Congestion</td>
<td>The average speed is low; road traffic state is poor.</td>
</tr>
<tr>
<td>(25, 50]</td>
<td>Mild Congestion</td>
<td>The average speed is lower than usual; road traffic state is worse than average.</td>
</tr>
<tr>
<td>(50, 75]</td>
<td>Smooth</td>
<td>The average speed is higher; road traffic state is better than average.</td>
</tr>
<tr>
<td>(75, $\infty$)</td>
<td>Free flow</td>
<td>The average speed is high; road traffic state is good.</td>
</tr>
</tbody>
</table>

In order to determine the road segment congestion, the next step was calculating the proportion of non-congested state, which was calculated using the following formula:

$$R_{NC} = \frac{t_{NC}}{T_t} \quad (2)$$

where $R_{NC}$ denotes proportion of non-congested state, $t_{NC}$ denotes duration of non-congested state in minutes. The segment was considered non-congested, if the speed performance index $R_v$ was in range $(50, \infty)$. $T_t$ denotes the length of the whole observation period in minutes. This gives the proportion of how much time during the observation period was this segment traffic state smooth or free flowing as stated on the table above.

The road segment congestion index was calculated using the speed-performance index and the proportion of the non-congested state of the road segment. The formula for calculating the road segment congestion index is following:

$$R_i = \frac{\bar{R}_v}{100} * R_{NC} \quad (3)$$

where $\bar{R}_v$ denotes average speed performance index of the road segment during the timeframe. This could be obtained by taking larger timeframe than for calculating the speed
performance index and taking mean of the value. Road congestion index is a good estimate about the traffic density in the area. If the index value is small, then the road segment is heavily congested, larger value indicates better traffic conditions. This method was preferred, because it takes into account speed limit information. Average speed might not be very informative in most cases, because it also considers vehicles which are waiting for the client and does not consider the information about speed limits.

In case of Figure 11, the average speed was calculated by grouping the data by segment ids and then taking the average of all speeds weighted with the length of segment. This however does not work well in the conditions of ride sharing platforms, because as seen on the Figure 11, the main roads have seemingly higher average speed than the side roads, indicating that side roads are congested, which is not actually the case.

![Figure 11](image.png)

**Figure 11.** Average speed in the center region of Bucharest. Average speed in kilometers per hour is color-graded on the right side of the figure.

The reason behind it lies in the dynamics of ride sharing platforms nature. Clients source or destination is usually at the side road, which inherently makes the driver wait there for picking up customers or for dropping them off. This all is recorded as the ride and therefore
considered in the average speed calculation process. The main road where the average speed is higher than the side roads, is not congested according to this plot. Unfortunately, it only tells that the relative number of samples, where vehicle is moving on this segment, is higher than the number of vehicles standing on the segment.

If the same area and roughly the same time frame is taken and the speed performance index is used to estimate the road segment congestion, the result is different (Figure 12). In this case, the speed limits in the area are also considered and the result is weighed by the number of the samples of the specific segment. As seen on the Figure 12, suburbs and the side roads of the city are not congested and there is more traffic in the center of the city. This corresponds more realistically to the actual situation of the traffic at the given time point.

**Figure 12.** Segment congestion indexes of Bucharest center in broader view. Color scale on the right side of the figure is reflecting speed performance index.

Looking at the congestion indexes in more detailed view, the traffic is much more congested on the main streets and there are some slight signs of congestion on the larger roads which connect different districts (Figure 13). The timeframe in current cases, is taken around the
midnight, so it makes sense that there is more traffic in the middle as more people would like to visit the bars and other attractions around the city at that time.

Road congestion index can be incorporated into the travel time estimation by calculating the average congestion index along the route as well as the average speed along the route.

![Congestion indexes of Bucharest center in more detailed zoom level.](image)

**Figure 13.** Congestion indexes of Bucharest center in more detailed zoom level.

### 3.7 Gathering Additional Data

There are many different factors, which influence the travel time as discussed before. The map matching in the section 3.4 and traffic evaluation in section 3.6 has already been covered. However, there are many other factors, which should be considered to provide good estimate for travel time.

One of the major factors, that should be considered is the weather. With heavy snow or even rainstorm, a short trip might take considerably more time than usual. In order to use that information, it has to be queried from the provider. There are many companies who are specialized for providing API for weather data, such as *AccuWeather, OpenWeatherMap*
and WeatherBug. The query and response are encoded in JSON format and all of the aforementioned platforms provide convenient API to request the information.

In current work for additional weather information, it was decided to use the aforementioned OpenWeatherMap, that provides reasonable number of free queries, which is enough to validate if it is beneficial for providing accurate estimates. It was decided to use the ambient temperature in Celsius, rain volume for the last 3 hours, snow volume for the last 3 hours and wind speed in meters per second.

In addition to the weather information our hypothesis was that number of street crossings is correlated with travel time and thus has good predictive qualities. Number of street crossings was extracted from Open Street Map structure. Performance and predictive qualities for each of those features is discussed in the upcoming sections.

3.8 Building The Model and Predicting the Travel Time

All the steps of preprocessing described in the previous sub-sections are necessary to extract useful information from the raw GPS data in order to prepare the data to be in a suitable form for a machine learning model (Figure 14). As previously discussed the raw GPS data is coupled with external map data for map matching and for feature extraction. All the features describing traffic and route are extracted by combining the original input data to additional data source from Open Street Maps. After feature extraction, the next step is to build a model which is capable of producing accurate predictions based on those features.

![Figure 14](image.png)

**Figure 14.** Pipeline for data moving from preprocessing to model.

Although there are many alternative ways for building the model for travel time prediction, for our proposed method, it was decided to use the out of the box solution of Gradient Boosted Regressor (GBR) from Scikit Learn and from LightGBM to focus on which features contribute more on giving a good prediction for the travel time [27], [28]. These models were preferred because they were also mentioned in the Didi Chuxing article and performed relatively well compared to their solution, which is considered to be state-of-the-art.
at the moment [7]. In addition, the motivation behind choosing Gradient Boosted Regressor was related to the amount of data available for this thesis and the motivation of analyzing feature importance, which is difficult with black box models, such as neural networks. In the case of such amount of data, the long short-term memory (LSTM) network coupled with multilayer perceptron (MLP) would over fit the data and perform worse on the new real world data. Experiment was run on a small LSTM model and it was found that the volume of data was not sufficient in order to make the model generalize and outperform simpler models. Some experiments were also conducted on smaller models such as two layered MLP with one thousand iterations. MLP model was capable of producing slightly better results than current LightGBM implementation of gradient boosting Regressor, but as our motivation was to compare also feature performances more descriptive models were preferred.

The LightGBM model was configured to have “gbdt” boosting type which is traditional gradient boosting decision tree. Mean average percentage error (MAPE) and mean absolute error (MAE) were used for optimization. MAPE was chosen because it is intuitive for time series measurement as all the values are positive and it is biased to low forecasts as by the definition of MAPE the under-forecast is bounded by the zero but over-forecast is unbounded. Other metrics, such as l1, l2 distance, were also used during experiments, but best results were achieved with MAPE. Other parameters for the model included number of leaf nodes which was bounded by 21 to prevent overfitting. Learning rate which determines impact of each tree in the final outcome was set to 0.05. Max depth of the tree was limited to 5 also in order to reduce overfitting. Feature fraction parameter which determines proportion of features that are selected randomly in each iteration of building trees was set to 0.9 which means 90% of parameters were set randomly in each iteration. Bagging fraction which specifies the fraction of data used in each iteration was set to 0.8 which means 80% of the data is being used. Bagging frequency was set to 5, which means bagging was performed at every fifth iteration.

The dataset was divided into two equal sets, training and testing. For resembling the real world scenario more precisely, the dataset was split by time, which means half of data was used for training and the second half for testing. Dataset was split temporarily into half to have similar distribution of congested hours and non-congested hours in both training and testing set. For the validation, several different metrics, such as MSE MAPE, MAE and $R^2$ score were used to evaluate each model’s performance.
4. Results

For evaluating the work of the ETA prediction workflow and our proposed method, various types of analysis was performed, including analyzing histogram of errors and various metrics to understand the nature of mistakes for each model. The method described in this paper was compared to ETA prediction solutions by OSRM and one commercial API provided by major global maps provider service (MGMPS). All methods were configured to be as comparable to each other as possible, which included using additional traffic related data to enhance external model performance and setting additional waypoints to force routing algorithm to take as similar route as possible. The first part of this section will cover experiment setup describing both the data and models including external model setup. The second part will compare the performance of our proposed method to OSRM and MGMPS.

4.1 Experiment Setup

Benchmarking our proposed travel time estimation method involved analyzing dataset of 3.7 million GPS samples grouped into rides provided by Bolt. As described before map matching was applied, as well as filtering out all GPS samples, which distance to the nearest possible road was more than 10 meters. Those samples could not be matched to any segment. This resulted 3.5 million samples, dropping only 100 000 samples which were less than 3% of the original dataset.

The next filtering step was performed to remove the samples on the segments, which did not have speed limit information for the congestion index calculation purpose. Those samples were still used for the average speed analysis, but could not be used for the traffic density analysis method described in section 3.6. Congestion indexes could be calculated for roughly 2 million samples. Those samples were grouped to roughly 5500 rides.

Models were evaluated by dividing the whole dataset into temporarily half. This resulted two equal parts, first part was used for training and last part for testing. This split was made to have similar distribution of the periodic daily congestion flow in training and testing sets. All preprocessing steps were carried out separately on both sets in order to prevent data leakage from test set to the training set which would artificially improve the results. Cross validation was used on the training set in order to fine tune the model parameters and find the best performing model which was later evaluated on the test set.
As discussed in the previous section LightGBM implementation of gradient boosting regressor was chosen instead of DiDi Chuxching proposed deep learning architecture to evaluate feature performance and to understand more thoroughly why this method performs the way it does. LightGBM implementation of gradient boosting decision trees is both lightweight and capable, it managed to produce almost as good results as deep learning method proposed by DiDi while having much lower engineering complexity and better usability [7].

All models were fitted using the same features in the training data, containing traffic congestion information about last three hours and ongoing hour, average speed over all rides on the segments covered by this particular route, total length of the trip, speed limit information and information regarding the time of the day, year and location. In addition, latitude and longitude geographical coordinates of the starting and ending point was supplied to the model because this information is available also in the real world scenario.

The models were compared on the basis of mean absolute error (MAE), mean squared error (MSE) and minimal, maximal absolute error. In order to make both trained and pre trained models comparable, the traffic information was supplied to the external models whenever possible. Furthermore, additional waypoints were added in order to force external models to choose the original route. Additional traffic information improved OSRM method performance and made it more comparable.

Major global maps provider service API provided only three settings for the traffic model and several models for traffic mode such as driving, walking, cycling and transit. Three different models were available for traffic. The most pessimistic model from three performed best on our data. The aim was to make each model perform as good as possible within reasonable amount of work. Supplying our own data to the MGMPS model was not possible and therefore this model was adjusted to give as close predictions to the original situation as possible using other means. MGMPS API supports only present or future timestamps for the trip start time. Therefore, date from 2019 was used from the same month as the original ride and on the closest date with same day of week as the original ride was used. In order to force MGMPS API to take similar, if not the same route, additional ten coordinates were uniformly sampled from the original ride dataset and set as the waypoints. Furthermore, additional parameter was configured, in order to prevent routing algorithm from optimizing the sequence of those waypoints. These additional steps were taken to ensure that both the traffic load and routes are as comparable as possible for the experiments.
Additional tests on Microsoft dataset of Shanghai taxi rides were conducted [12]. Our pre-processing methods were applicable for even very sparse data where gaps between samples exceeded six minutes. This was achieved using route reconstruction methodology described in the section 3.5 before. Using our proposed route reconstruction method, the density of data was increased by 5.5 times. Unfortunately, the experiments did not provide comparable results due to lack of external data such as speed limit information and for some cases very large noise causing unsatisfactory map matching quality.

4.2 Results and Feature Performance

Performed experiments proved that using only average speed information can be considered a viable way to estimate traffic status and therefore travelling time. On the other hand, more complex methods, which take into account speed limits and other external factors are capable of outperforming simpler methods relying solely on average speed. On the Figure 11, it is apparent that the average speed was uniform in almost all areas and did not outline congested roads because this dataset is collected by taxis, which were either picking up or dropping down customers mostly at suburban areas. Also, as the maximum permissible speed is different in many areas, the average speed alone cannot be used to compare areas with different speed limit. In order to overcome those issues, speed performance index was used, which takes into account the speed limits and the time constraints, how long the traffic was congested or free flowing. The method works by finding speed performance index from the actual speed and speed limit and then finding non congested time duration of the segment to calculate road segment congestion ratio. This method was also more thoroughly explained in the section 3.6. As discovered later, the model which used speed performance index and road segment congestion index instead of average speed, did also outperform it in terms of prediction accuracy.

Each sample in the testing set, which corresponded to the original taxi ride was coupled with road congestion indexes on the same roads one hour, two hours and three hours before the start of the ride. In case of missing data, current hour road congestion index was used to fill the missing values. This time range was chosen by experimenting with range of values from one hour to twelve hours. Road congestion indexes more than three hours back from the starting time did not seem to have any impact on the travel time prediction most likely because of the nature of traffic which is ever changing.
Initial experiments show that congestion indexes heavily contribute in the precise ETA estimation. For estimating the feature importance, the model was fitted ten times with random seed and average importance was calculated. The most important feature with the average importance of 0.51 was the total trip distance which was measured as the total length of the OSM segments of designated route (Figure 15). The second and third most important features, latitude and longitude points of the destination, were related to the destination location. These features were so important probably because there are predefined and more popular drop off points which exist in both training and testing dataset. The road congestion index three hours before the start of the ride was fourth most important, leading over average congestion index two hours before the start of the ride. Average speed limit information of the designated route was next important for the model as it contained valuable information weather the route traversed highways or other similar areas. In our dataset average speed limit did not correlate to the average speed too well and therefore speed performance indices were more important. Speed performance indices of the current hour until the start of the ride and previous hour were also used but those did not have as high importance as the features listed above had.

Furthermore, some experiments were conducted using additional weather and traffic data, such as number of regulated crossings on the route. Features selected from the weather data were ambient temperature in Celsius, rain volume for the last 3 hours, snow volume for the last 3 hours and wind speed in meters per second from the time of starting the ride. However, those did not improve the result as the feature importance for all of these features were smaller than 0.005. Therefore, those features were left out from the final model. One of the reasons why those features were not as useful as traffic state describing features was because the time period in the training data was relatively short and according to the reports weather was very uniform over that period of time. Number of regulated crossings did not influence much as well, probably because during inactive times regulated crossings turn off traffic lights and become unregulated crossings. Also the traffic congestion information was already extracted.

To evaluate how much does each feature contribute to the prediction, experiments with different variations and combinations of the features were performed. As discussed before, the road congestion index is calculated for each segment per each timeframe and then averaged over the route. While including only the average speed and distance of the route, ETA was
predicted with mean absolute error of 607 seconds. While using the speed performance index instead of average speed, the mean absolute error was reduced to roughly nine and a half minutes. Road congestion indices helped to reduce it further to the current best result of 227 seconds. Although, this is still more than four minutes off, it can be considered as a good result according to the sparsity of the dataset, which introduces huge amount of ambiguity and does not give precise information about the route.

![Feature importances](image)

**Figure 15.** Average feature importance over 10 test runs.

### 4.3 Comparison with Existing Methods

Our proposed ETA prediction method was compared to two other well-known and proven solutions to verify, whether the result provides good estimations and to validate the efficiency of the method.

External methods were compared to the baseline method and our proposed method. The baseline method was linear equation between the total trip distance and average speed. The trip distance was taken as the sum of all the OSM segments’ length. Average speed was estimated by averaging all samples per segment where average speed was larger than one kilometers per hour to exclude vehicles standing still. Then average was taken from all segments covering trip route to get the average speed as scalar value. Dividing total length to the average speed was already good estimate for the travel time. The graph below depicts histogram of errors for our baseline model (Figure 16). Errors were measured using mean absolute error metric. The distribution is unimodal and slightly right skewed, median value
for the distribution is around eight minutes and 30 seconds. Mode value of this distribution is at around nine-minute mark. This model performs very well on this dataset because it is based on the same problem specific data and as this data is temporarily connected it has similar bias caused by environmental factors, which are very difficult to include in the external models.

![Figure 16. Histogram of errors for baseline model measuring mean absolute error (MAE). Red line denotes median value.](image)

In addition to the baseline value, all methods were compared to our best performing model, which was LightGBM implementation of Gradient Boosting Machine. This model was more thoroughly discussed in a section 3.8 above. The error distribution histogram of this model measured as mean absolute error (MAE) is depicted below (Figure 17). This distribution is also unimodal and right skewed, but with much shorter tail and more samples on the left side. This indicates that the mean average error of the whole model is smaller than the baseline. The median value for this model is around three and half minute mark. The variance of this distribution is much lower than the baseline distributions variance and there are very few samples which have error larger than 15 minutes.
Figure 17. Histogram of errors for our best performing model (LightGBM Gradient Boosting Machine) measuring mean absolute error in minutes. Red line denotes median value.

The full error distribution of our proposed solution is unimodal normal distribution which is slightly skewed towards the left (Figure 18). The mode for this distribution is not perfectly aligned to the point zero as it is around five-minute mark. The median value for this distribution is two minutes and 30 seconds, which means that this model is on average too pessimistic and therefore predicts that arrival time to the destination is later than the vehicle actually arrived. Optimistic model in our interpretation would do the opposite by predicting the travel time to be shorter than the actual trip takes. Effect that there are more pessimistic estimations than positive estimations is most likely caused by outliers in the data. As this distribution is left skewed there are some errors, which indicate that the model has made errors which are larger than 20 minutes. Such large errors are existing only on the optimistic side of the distribution meaning that in case of large errors, less travelling time is predicted than it actually takes to travel that distance. This behavior might be caused by MAPE loss function which is biased towards low forecast as the error of under forecasting is limited by zero.
Figure 18. Error distribution for our best performing model (LightGBM Gradient Boosting Machine) measuring the error in minutes as difference between our predicted arrival time and the target value. Red line denotes median value and green line denotes the point zero.

4.4 Comparison to Open Source Routing Machine (OSRM)

The first comparison was performed with a solution provided by OSRM (Open Source Routing Machine) [29]. As mentioned before OSRM is high-performance routing engine, which also provides travel time predictions and various other services. This routing engine uses map information with the .osm or .pbf extension and converts it to its native format. The native format uses preconfigured vehicle type to adjust the road network to the selected vehicle type. Therefore, this routing engine can be used both for cars and pedestrians. In addition to the topological information, the OSRM routing engine takes source and destination coordinates as latitude-longitude points and configuration file, which determines the routing algorithm and traffic information. It was decided to define also the traffic information to make the comparison more even. Traffic information, in this case, was consisting of pairs for segments and their average speeds at certain time frame. This functionality is not configurable by default but can be defined using additional command line tool “osrm-contract”.
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In this experiment setup, the OSRM engine was configured with default car configuration and the same traffic data as in our proposed method. The main difference was between the features where the latter used speed performance indices instead of just average speeds. In addition, as the OSRM provides both the route and estimated travel time, the route had to be aligned as much as possible with the actual GPS trace. The most similar route was determined by the proportion of aligned segments in the OSM map and total distance.

Firstly, mean absolute error was calculated to compare ETA of our proposed method and the one provided by OSRM (Figure 19). Samples were sorted by MAE in ascending order on both results.

![MAE comparison between models](image)

**Figure 19.** Travel time comparison between the implementations of OSRM and our proposed method. Samples are sorted by the value of mean absolute error in ascending order on both results.

Secondly, mean absolute error was calculated for both methods, which is visualized as histogram on the Figure 20. The scales between Figure 20A and 20B are synchronized in order to make them more directly comparable. The mean absolute error distribution in case of OSRM is resembling unimodal normal distribution, having the mean absolute error roughly 9 minutes and 20 seconds (Figure 20B). The mean absolute error in case of our proposed
method is smaller for most of the samples compared to the OSRM prediction error, having the mean absolute error about 3 minutes and 48 seconds (Figure 20A). Distributions clearly outline that our proposed method is capable of predicting travelling times with better accuracy than OSRM. This is mostly caused by the additional information that it uses, such as speed limit information and information about the traffic density in specific regions and times. Also the dataset used for training our proposed method was specifically related to this problem and therefore we had much more information to train our model.

Figure 20. Distribution of mean absolute error of travel time prediction, measured in minutes. Red line denotes the median of the distribution. A Mean absolute error in our proposed method. B Mean absolute error in case of solution by OSRM.

The reason why OSRM does not outperform our solution is most likely based on the dataset and the base map. The figure below depicting the full error distribution of OSRM predictions follow Gaussian distribution and the mode of this distribution is around minus eight minutes, which means that the model is on average eight minutes too positive towards the prediction (Figure 21). This means that on average the model will predict that the travel time is 8 minutes shorter than the actual target value was. The median value of this distribution is around minus 9.3 minutes.
Figure 21. Error distribution for OSRM measuring the error in minutes as difference between OSRM prediction and the target value. Red line denotes median value and green line denotes the point zero.

4.5 Comparison to major global maps provider service

In the previous chapter our proposed method was compared to OSRM which is well known and proven open source solution. To make the comparison against competitive solutions more holistic, our proposed solution was compared to major global maps provider service. This service has been commercially used in many logistics based applications.

Major global maps provider service (MGMPS) was evaluated similarly to OSRM using same metrics and methods. The only real difference was that MGMPS method could not be configured to the same extent as OSRM and therefore it was more complex to make this method comparable to our proposed solution. Details of configuring this method is discussed in the experiment setup section 4.1 above.

Based on our experiments the major global maps provider service predictions are very similar to the OSRM to the extent that the MAE between those two is under two minutes. MGMPS was expected to outperform our proposed method as well as OSRM, but as a surprise, it outperformed OSRM only by a small margin, beating mean absolute error by exactly
half a minute. Error distribution histogram depicting mean absolute error of MGMPS is shown on Figure 22B. The distribution is less skewed than our solution and has shape of Gaussian distribution with mode around seven-minute mark and median value denoted by the red line at 8.8-minute mark.

**Figure 22.** Distribution of mean absolute error of travel time prediction, measured in minutes. Red line denotes the median of the distribution. **A** Mean absolute error in our proposed method. **B** Mean absolute error for major global maps provider service.

At first such large error by the industry leading API provider seems odd. However, when looking the full error distribution, as difference between the prediction and target, it becomes much more clear, why this method did not perform that well on our data. The Figure 23 below depicts that the error distribution for MGMPS does also follow Gaussian form and the mode is around eight minutes. This means that this distribution is similarly shifted as the OSRM distribution discussed above (Figure 21). The reasoning behind it was also discussed in the previous subsection and it involved mostly base map changes and usage of target or problem specific dataset.

As mentioned above, major global maps provider service was configured to be as comparable to our proposed method as possible. However, as the time difference between the original ride on the supplied data and MGMPS ride starting time exceeded almost two years, it is still difficult to compare the two methods, as there is very high probability of extensive changes in the road network. Additional ten waypoints and constraint restricting to optimize waypoint order were added to force competitive algorithm to take similar route, but this did not guarantee that the same route was actually taken. Also, the traffic flow and roadworks
heavily influence congestion rate and travelling time both, which are also not taken into account while comparing MGMPS, OSRM and our proposed method.

**Figure 23.** Error distribution of major global maps provider service measuring the error in minutes as difference between our estimated time of arrival and the target value. Red line denotes median value and green line denotes the point zero.

Comparison between all aforementioned methods (baseline, our proposed, OSRM and major global maps provider service) can be found from Figure 24 below. Our proposed method is outperforming all other methods, when comparing the methods by mean absolute error. The error lines between our proposed solution and other solutions are crossing each other at the leftmost part of the graph where errors are smallest. This means that in some cases OSRM, MGMPS and even baseline are capable of predicting with very high accuracy, but as the blue line does not cross with others, our method is almost constantly better on average than the others. On the same time, we can see OSRM prediction and major global maps provider service line crossing at 1800 which means that the commercial solution managed to outperform OSRM on the samples before that but slightly falls back at the worst cases.
Figure 24. Mean absolute value comparison between all aforementioned methods including LightGBM implementation of Gradient Boosting Machine, baseline model, OSRM and major global maps provider service.

The baseline method performed fairly similar to OSRM and MGMPS. On the Figure 24 the range of small errors for the baseline model is still larger than competitive solutions almost to the midpoint of the x-axis where the increase of the error slows down and exceeds the accuracy of both external competitors.

In conclusion to this section, our proposed method has managed to outperform other competitive and widely used methods, but it has been done using specifically targeted dataset and has been evaluated on our own data. This means that our proposed method is more efficient for estimating travel time for certain types of transports in this particular location using both original and external data.
5. Discussion

Travel time estimation has become essential part of any logistics based business and therefore it has become a popular research topic. Our proposed method for travel time prediction belongs to route based travel time estimation methods family and covers all of the intermediate processing steps from raw GPS data to the travel time estimation based on historical data of the route subsections. The aim of this thesis is to propose a method for travel time prediction and to describe each of the preprocessing steps and their impact to the overall prediction quality.

Route based methods are highly sensitive to map matching quality and data sparsity, which makes the input data quality very important. Data quality used in this thesis can be considered very good and therefore simpler methods for some preprocessing stages could be used without sacrificing too much on travel time estimation quality. For example, simpler map matching technique using only orthogonal distance to the road was used in this thesis instead of ITS lab proposed method, which is using multi sensor fusion to overcome ambiguity [21].

Travel time is influenced by different kind of factors, that all contribute to the prediction accuracy. In our proposed method, total length of the ride was most predictive feature, as it is directly connected to the travel time. Average speed in the urban situation is relatively uniform and therefore the model could have just found the optimal average speed constant which is closer to the original ride speed than average speed in our dataset over all rides. Division between the total distance and this scalar provided very good estimate for the trip durations as it is directly connected through the laws of physics.

Road congestion index in this application was also performing well as predictive feature, because it managed to capture more information than other features such as average speed which was not used by the model. This feature already contained average speed information, speed limits and even temporal data about the congestion duration. The most important feature among speed performance indices captured traffic state three hours before the trip start, which reasoning is difficult to guess as the current hour congestion information seems to be more important and contain better information. Some parts of the reasoning might lie in the method of constructing this feature by filling missing values with current hour speed performance index.

For evaluation purposes our proposed method was compared to two other well-known and proven solutions, OSRM and commercial solution provided by major global maps provider
service. Our method was able to outperform both of the aforementioned methods on the taxi ride data provided by Bolt. Both of the external methods were configured to be as comparable as possible. However, some variables could not be configured to be exactly on par for comparable methods. The biggest difference of prediction quality is most probably caused by the base map including roadworks changing the traffic pace. The base map has changed during the time period of roughly two years, which means extensive changes in the road network are highly probable. In addition, the major global maps provider API was configured to estimate traffic density but the distribution of errors might be shifted because the traffic estimation part of the model is insufficient or misconfigured by the author.

Another error for travel time estimation might be caused by the fact that taxi drivers pick up and drop off clients, which might take significant amount of time and is factored in the dataset. Unfortunately, there is no way of verifying this hypothesis as we had only records about the raw GPS data without any annotations about the driver whereabouts.

Both OSRM and major global maps provider service API-s was provided with ten additional waypoints and additional parameters to not optimize the route in order to force those methods to pick the same route. However, due to changes in the road network, the traffic flow density and accessible routes might have changed. In addition, external factors such as roadworks and public events are influencing traffic density. Unfortunately, due to the timeframe difference, those factors cannot be taken account of and it might introduce some ambiguity into methods.

Although, our proposed method outperformed the two other methods, it has its downsides as it is specific to input data, which was further discussed in the section 1.1. This means that the proposed method will be effective on taxi ride data on the specific region but might underperform in other types of applications. The compared major global maps provider service on the other hand is capable of performing well on wide variety of situations and locations without such preconditions.

Our proposed method cannot be considered optimal as it can be definitely improved. Nevertheless, it provides a solid baseline for problem specific datasets and could be used for commercial services as it outperforms more generic well known solutions. More detailed discussion how to improve this method is following in the next section.
5.1 Future perspectives

Currently some external factors that could be used were not included in the research, because of the lack of time. For example, Didi Chuxing article describing the estimation of arrival time suggests using external factors such as large public events, driver and passenger profiles and vehicle data [7]. The driver information coupled with vehicle data could be very important as the drivers have very different driving styles which could be integrated into the model [30]. In addition by using additional sensory information such as gyroscope, accelerometer and magnetometer the map matching quality can be further increased [21]. As discussed in the previous sections route based solutions are highly sensitive to map matching quality and therefore this improvement might produce significant increase in prediction accuracy.

In addition to introducing the new features for the task, the accuracy of the current model can also be improved. For example, deep learning models have proven to be efficient in such cases and could outperform our current version [7], [31]. The research in this field will be continued to further improve the results and get better accuracy. Besides improving the model, some further work could be done on the feature analysis by comparing model trained using only the total distance and temporal features to the external model which could give us additional information about this feature predictive properties.

Furthermore, for the future research, similar approach could be used on some other external dataset, that does not comprise of taxi ride data, in order to validate if our method can be applied to other kinds of transportation types as well. In addition, it would be very interesting to train the method based on some other type of vehicle such as bicycle and compare the results with well-known competitors such as OSRM or some other commercial service such as Here Maps.
6. Summary

Estimating travel time and time of arrival has become essential part for any logistics-based business which makes algorithms working with geospatial data popular topic in the industry. This thesis has been conducted in collaboration with Bolt which is one of the largest ride hailing companies.

This thesis is describing route based travel time prediction algorithm based on raw GPS data. The goal of this thesis was to analyze each of the preprocessing steps and to develop a coherent method to predict arrival time based on floating car GPS input supplied by Bolt. Our approach consisted of six distinct stages which were all more thoroughly described in section 3. The first part of this approach coupled the GPS data with external map information provided by Open Street Maps. The second part of the preprocessing was important to overcome data sparsity which is one of the main issues of route based approaches. Our proposed method used external routing engine to find potential routes and then chose the most plausible option. The most extensive preprocessing step was the traffic status estimation which estimated traffic density based on input data coupled with some external data such as speed limit information and each of the segments (sub-paths) lengths. Last part of our approach enriched the processed data and described the machine learning model which was used in this thesis for travel time prediction.

We achieved the original goal for predicting the arrival time based only on the raw GPS recordings. Furthermore, we found a way how to deal with varying quality of data and overcame the issues which were introduced by the sparsity of the dataset. In the thesis all preprocessing steps together with detailed descriptions of the problem were described.

In addition, to validate our proposed method efficiency it was compared to two other well-known and proven solutions. Our method was compared to Open Source Routing Machine and a commercial method by major global map provider service. External methods were configured to be as comparable to our solution as possible to the extent of supplying our preprocessed traffic data to comparable methods in order to improve their performance. Our method managed to outperform both of the external competitors on the provided input data.

In conclusion, our proposed method can be considered as a good route based estimation baseline for specific applications and even used for commercial purposes but in order to make it applicable to wider range of application future research is required.
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