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Analysing Model Attacks in Machine Learning Pipeline

Abstract:
Machine learning models have evolved significantly and are integral to various

sectors, including healthcare, finance, and transportation. However, their adoption
has introduced vulnerabilities, particularly adversarial attacks that manipulate data to
deceive these models. This thesis investigates the robustness of machine learning models
against such attacks and explores the application of Explainable AI (XAI) techniques to
enhance model transparency and security. Through a comprehensive literature review,
this research identifies critical principles of trustworthy AI, including explainability,
technical robustness, and human oversight.

The methodology systematically analyzes adversarial attacks, employing techniques
like SHAP and LIME to evaluate model behaviour under different attack scenarios. The
study also introduces a human-oversight dashboard designed to provide intuitive visual-
izations of these attacks, aiding in better understanding and mitigating vulnerabilities.
Experimental results highlight the effectiveness of XAI in identifying and explaining
adversarial manipulations, thereby improving the resilience of AI systems.

User studies reveal significant findings regarding the role of explanations in AI
systems. Compared to no explanations, short explanations significantly enhance user
engagement, preference for information, satisfaction, textual clarity, and trustworthi-
ness. However, increasing the length of explanations from short to long yields minimal
additional benefits. These results suggest concise explanations are highly effective in
fostering user trust and engagement with AI systems.

This research contributes to the field by proposing robust defence mechanisms
against adversarial attacks and emphasizing the role of human oversight in AI systems. It
underscores the necessity for transparent, explainable, and resilient AI models to ensure
their safe and ethical deployment in critical applications.

Keywords:
Machine Learning Pipeline, Adversarial Machine Learning, AI System Defense, Robust-
ness in AI, Data Sanitisation, AI Transparency, Explainable AI (XAI), Interpretable AI,
AI Explanation Methods, AI Decision-Making Explanation, Trustworthy AI, Ethical AI,
User-Centered Design, Human-Computer Interaction (HCI)
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Mudelrünnete analüüsimine masinõppe torujuhtmes
Lühikokkuvõte:

Masinõppemudelid on märkimisväärselt arenenud ja on lahutamatuks osaks er-
inevates sektorites, sealhulgas tervishoius, rahanduses ja transpordis. Kuid nende kasu-
tuselevõtt on toonud kaasa haavatavusi, eriti ründavaid rünnakuid, mis manipuleerivad
andmetega, et neid mudeleid petta. Käesolev lõputöö uurib masinõppemudelite vastup-
idavust selliste rünnakute vastu ja uurib Explainable AI (XAI) tehnikate rakendamist
mudelite läbipaistvuse ja turvalisuse parandamiseks. Põhjaliku kirjanduse ülevaate kaudu
tuvastab see uurimus usaldusväärse tehisintellekti kriitilised põhimõtted, sealhulgas
seletatavuse, tehnilise vastupidavuse ja inimliku järelevalve.

Metoodika analüüsib süstemaatiliselt ründavaid rünnakuid, kasutades tehnikaid
nagu SHAP ja LIME, et hinnata mudelite käitumist erinevates rünnakustsenaariumides.
Uurimus tutvustab ka inimjärelevalve armatuurlauda, mis on loodud rünnakute intuiti-
ivsete visualiseerimiste pakkumiseks, aidates paremini mõista ja vähendada haavatavusi.
Eksperimentaalsed tulemused toovad esile XAI tõhususe ründavate manipulatsioonide
tuvastamisel ja selgitamisel, parandades seeläbi AI süsteemide vastupidavust.

Kasutajauuringud toovad esile olulised leiud seoses selgituste rolliga AI süsteemides.
Lühikesed selgitused suurendavad märkimisväärselt kasutajate kaasatust, eelistust teabe
vastu, rahulolu, tekstilist selgust ja usaldusväärsust võrreldes selgituste puudumisega.
Siiski, selgituste pikkuse suurendamine lühikestest pikkadeks annab minimaalselt täien-
davat kasu. Need tulemused viitavad sellele, et lühikesed selgitused on väga tõhusad
kasutajate usalduse ja kaasatuse suurendamisel AI süsteemidega.

See uurimus annab valdkonnale panuse, pakkudes välja tugevad kaitsemehhanismid
ründavate rünnakute vastu ja rõhutades inimjärelevalve rolli AI süsteemides. See rõhutab
vajadust läbipaistvate, seletatavate ja vastupidavate AI mudelite järele, et tagada nende
ohutu ja eetiline kasutuselevõtt kriitilistes rakendustes.

Võtmesõnad:
Masinõppe torujuhe, võistlev masinõpe, tehisintellekti süsteemi kaitse, tehisintellekti
töökindlus, andmete desinfitseerimine, tehisintellekti läbipaistvus, selgitatav tehisin-
tellekt (XAI), tõlgendatav tehisintellekt, tehisintellekti selgitamise meetodid, tehisin-
tellekti otsuste tegemise selgitus, usaldusväärne tehisintellekt, eetiline tehisintellekt,
kasutajakeskne disain, inimese ja arvuti interaktsioon (HCI)

CERCS: P170 - Arvutiteadus, numbriline analüüs, süsteem, juhtimine
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1 Introduction
Machine learning models have experienced a remarkable evolution, progressing from
simplistic rule-based systems for reasoning to sophisticated neural networks capable
of discerning intricate patterns and associations from vast datasets with unprecedented
accuracy and efficiency. This rapid evolution owes much to advances in chip and
computation technology. The advancement has led to their widespread adoption in
society across diverse application domains, including but not limited to education [2],
criminal justice [3, 4], finance [3, 5], agriculture[5], transportation [6, 3], and healthcare
[7, 3]. With the growing adoption of ML-based applications, legislative and regulatory
initiatives, such as the European Union’s Artificial Intelligence Act (EU AI ACT), have
emerged to mandate the trustworthiness in developing, deploying, and using ML-based
systems. The EU AI Act requires certifying and verifying the fundamental functionality
of developed algorithms and applications before deploying them in key infrastructures.
The EU regulations emphasize the importance of scalability, robustness, and transparency
in the trustworthiness of the AI model[1].

AI models are a black box and often difficult to interpret, challenging to identify
vulnerabilities and potential attack points. The need for more transparency in AI decision-
making processes further complicates the development of effective defense strategies.
For instance, adversaries can meticulously manipulate training inputs to undermine the
learning capability of AI models, potentially leading to erroneous decisions with critical
consequences for individuals and society at large. One example is in the healthcare
industry, where AI models are used to analyze medical images for diagnosis. If an
adversarial attack were to occur, a malicious actor could manipulate the image in a
way that causes the AI model to misdiagnose a patient, potentially leading to harmful
consequences. Human oversight plays a crucial role in ensuring the trustworthiness and
effectiveness of AI systems. [8]. It involves monitoring and supervising AI models to
understand their behavior, limitations, and decision-making processes. The goal is to
make AI’s decisions understandable and transparent to users. The integration of human
input is essential for tailoring explanations to meet user needs, a process that involves
anticipating and answering both explicit and implicit questions that users might have
about AI decisions [9]. This approach is crucial in addressing the ’black box’ nature
of sophisticated AI algorithms, where the decision-making process is often opaque and
complex for users to understand[2]. By incorporating human oversight, AI systems can
benefit from context and ethical considerations, ensuring that decisions are made within
acceptable moral and ethical boundaries[8].

In this research, we propose to leverage explainable AI (XAI) techniques to de-
tect adversarial attacks targeting AI models and develop a user-friendly and intuitive
dashboard that serves as a tool for visualizing and understanding these attacks. The
primary objective is to equip researchers and developers with a tool that provides better
insights into the security aspects of AI models. By doing so, they can better understand
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the complexities of adversarial tactics and the points of weakness within their systems.
Ultimately, this will help enhance the resilience of AI models and, in turn, contribute to
their trustworthiness.

This thesis is structured as follows: The Introduction in Chapter 1 lays out the gen-
eral context and objectives. Chapter 2 conducts a comprehensive Literature Review,
detailing the methodologies, databases consulted, keyword development, and the in-
clusion/exclusion criteria for the literature. This chapter also discusses the state of the
art in explainability, AI robustness, and human oversight in AI systems. Chapter 3
describes the Methodology, starting with the data selection and pre-processing steps. It
then outlines the selection criteria for the machine learning models used and explains the
simulation of adversarial attacks, including the types of attacks and the metrics for mea-
suring resilience. The chapter also integrates Explainable Artificial Intelligence (XAI),
discusses the implementation of a Human-oversight dashboard within XAI, and conducts
a user study on the impact of texts on the explainability of XAI. Chapter 4 presents the
results, analyzing the outcomes of the applied methodologies and the performance of
the proposed system under various conditions. Finally, the chapter focuses on the main
findings and discussion. Following the main body, the thesis concludes with a References
section, acknowledging all sourced materials, and an Appendix that includes a Glossary
for terms used throughout the thesis.
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2 Literature Review
The principles of AI trustworthiness comprise technical resilience, robustness, and
security considerations during the development and deployment of AI. The risk exposures
from the application of AI systems are from the vulnerability exploit associated with
the system. The development of AI forms the basis of preventing and minimizing any
risk or harm that can negatively impact humans or the immediate environment of AI.
Adversaries’ exploitations of AI vulnerabilities are so crafty that their orchestration and
implementation are complicated to diagnose—these range from manipulating training
data to inference attacks and unintended biases leading to discriminatory outcomes.
Consequently, to effectively conduct diagnostics for threats, the internal workings of
AI also need to be understood, and this relates to another trustworthy requirement:
transparency, and explainability. A systematic literature review (SLR) is used in this
study to look into different parts of explainable methods in machine learning. This study
focuses on two fundamental principles of trustworthy AI—transparency and technical
robustness—as outlined in the "Ethics Guidelines for Trustworthy AI" by the European
High-Level Expert Group [1].

2.1 Databases Searched
A comprehensive and systematic search for literature was conducted using the SCOPUS
database. SCOPUS is a popular bibliometric database chosen for its comprehensive
coverage, popularity, and efficient retrieval capabilities through its advanced search[10].
To strategically perform an effective query of the database for collecting an extensive
body of research works to be reviewed, keywords relating to the relevant AI trustworthi-
ness properties were carefully extracted from conceptual definitions found in reliable
frameworks and guidelines on trustworthy AI. This approach ensured the consideration
of a wide range of valuable studies to be included in this study, thereby enhancing the
thoroughness and relevance of the literature review.

2.2 Development of Keywords
The literature review process searches for terms associated with three of the principles
of trustworthy AI: Transparency and Technical Robustness—according to the "Ethics
Guidelines for Trustworthy AI" by the European High-Level Expert Group [1]. Lever-
aging the AI taxonomy suggested by AI Watch [11], the literature review methodology
includes a strategic search for terms aligned with AI ethics combined with AI Trans-
parency. Table 2 shows key phrases for the search database: "AI Ethics," "Trustworthy
AI," "Ethics of AI," "Explainable Artificial Intelligence XAI," and related terms. We em-
ployed relevant terms from NIST’s Taxonomy of Attacks, Defenses, and Consequences
in Adversarial Machine Learning [12]. The taxonomy and its associated terminology
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comprehensively encompass the spectrum of adversarial attacks on machine learning
systems, the defensive strategies against them, and the subsequent outcomes.

Furthermore, for the aspect of the study that examines human oversight in explainable
AI, the keywords "machine learning," " visualisation, "explainable AI, " and related
terms are selected to conduct a broad yet precise literature search, which is crucial for
capturing studies that discuss human oversight in explainable AI systems.

Lastly, the keywords and search strings utilized for gathering the literature to be
reviewed for this work were presented in Table 1 and Table 2 respectively.

Table 1. NIST Keywords and Their Synonyms

NIST Keywords Synonymous Keywords

Adversarial Machine Learning Adversarial machine learning
Attacks Adversarial attack
Poisoning Poisoning attack
ML models Model poisoning
Evasion Evasion attack
Defenses AI system defense
Robustness Improvement Robustness in AI
Data sanitization (reject on negative impact) Data sanitization

2.3 Search Strategy
The search strategy utilized Boolean operators (AND, OR) to create complex search
queries, enabling a focused yet comprehensive exploration of the literature. This method
combined keywords and Boolean logic in the SCOPUS Library to retrieve relevant
studies within the domains of AI transparency, technical robustness, and human oversight
in explainable AI.

2.4 Inclusion and Exclusion Criteria
Explicit inclusion and exclusion criteria ensure that the systematic literature review is
focused and comprehensive. The inclusion criteria are as follows: peer-reviewed journal
articles or conference papers published from January 2014 onwards, available in English,
and focusing on artificial intelligence as applied to transparency, technical robustness,
or human oversight in explainable AI. The exclusion criteria are articles without the
relevant keywords in the title, publications before 2014, non-peer-reviewed literature
such as book reviews and editorials, papers that are not conference materials or academic
journals, studies not written in English, and literature that does not directly address the
three focused domains.
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Table 2. Search strings

AI Transparency Technical Robustness Human-oversight in
XAI

( "AI Ethics" OR "Ethical AI"
OR "Trustworthy AI" OR "AI
Trustworthiness" OR "Ethical
guidelines for AI" OR "AI
moral principles" ) AND TI-
TLE ( "Explainable AI" OR
"XAI" OR "Interpretable AI" OR
"AI transparency" OR "Trans-
parency in Machine Learning"
OR "AI explanation methods"
OR "Understandable AI" OR
"Accountable AI" OR "Explain-
able Artificial Intelligence" )
AND TITLE-ABS-KEY( "XAI
algorithms" OR "Explainability
algorithms" OR "Interpretability
models" OR "AI decision-making
explanation" OR "SHAP" OR
"Shapley Additive Explanations"
OR "LIME" OR "Local Inter-
pretable Model-agnostic Explana-
tions" OR "Model-agnostic meth-
ods" OR "black-box models" )

TITLE ( "robustness in
AI" OR "model poison-
ing" OR "Adversarial
attack" OR "data san-
itization" OR "AI sys-
tem defense" OR "poi-
soning attack" OR "eva-
sion attack" OR "Ad-
versarial machine learn-
ing" ) AND ALL ( "Ex-
plainable AI" OR "XAI"
OR "Interpretable AI"
OR "AI transparency"
OR "Transparency in Ma-
chine Learning" OR "AI
methods" OR "Under-
standable AI" OR "Ac-
countable AI" OR "Ex-
plainable Artificial Intel-
ligence" )

TITLE ( "visualiza-
tion techniques" OR
"visual analytics" OR
"user-centric AI design"
OR "human-computer
interaction" OR "HCI in
AI" OR "collaborative
interfaces" OR "decision
support systems" OR
"human-in-the-loop"
OR "interactive ma-
chine learning" OR
"user-centered design"
OR "interface" OR
"human-centered AI"
OR "user-centric ex-
plainable AI" ) AND
TITLE-ABS-KEY ( "Ex-
plainable AI" OR "XAI"
OR "Interpretable AI"
OR "AI transparency"
OR "Transparency in
Machine Learning"
OR "AI explanation
methods" OR "Un-
derstandable AI" OR
"Accountable AI" OR
"Explainable Artificial
Intelligence" )
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2.5 Selection of Primary Studies
The process of selecting primary studies for this systematic literature review (SLR)
was meticulously conducted across three distinct domains: AI transparency, technical
robustness, and visualisation of explainable AI. Each domain followed a structured
approach to filter the initial vast array of search results down to a set of studies most
relevant for in-depth review. The overall aim was to ensure a comprehensive collection
of high-quality, pertinent scholarly works. Here is a summary of the selection process
for each domain:

AI Transparency

• Initial Query: The search commenced with 1,156 studies identified from an exten-
sive initial query tailored to capture literature on AI transparency.

• Publication Year: After applying the publication year filter, 1,067 documents
remained.

• Source Type: Refinement based on source type (conference proceedings and
journals) led to 912 documents

• Publication Stage: Further filtering to only include documents in their final publi-
cation stage resulted in 889 documents.

• Open Access: Narrowing down to open access documents further reduced the
count to 496.

• Content Type: The final filter, for documents that are both articles and conference
papers, left 426 documents.

Technical Robustness

• Initial Query: The search commenced with 1,653 studies identified from an exten-
sive initial query tailored to capture literature on AI transparency.

• Publication Year: After applying the publication year filter, 1,496 documents
remained.

• Source Type: Refinement based on source type (conference proceedings and
journals) led to 1,307 documents

• Publication Stage: Further filtering to only include documents in their final publi-
cation stage resulted in 1,287 documents.
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• Open Access: Narrowing down to open access documents further reduced the
count to 727.

• Content Type: The final filter, for documents that are both articles and conference
papers, left 600 documents.

Human-oversight in Explainable AI

• Initial Query: The search commenced with 11,263 studies identified from an
extensive initial query tailored to capture literature on AI transparency.

• Publication Year: After applying the publication year filter, 10,125 documents
remained.

• Source Type: Refinement based on source type (conference proceedings and
journals) led to 8,729 documents

• Publication Stage: Further filtering to only include documents in their final publi-
cation stage resulted in 8,456 documents.

• Open Access: Narrowing down to open access documents further reduced the
count to 4,811.

• Content Type: The final filter, for documents that are both articles and conference
papers, left 3,984 documents.

Table 3 provides a detailed illustration of the study selection process. Initially, a search
term was employed to sift through the 5010 studies across the three domains of AI
transparency, technical robustness, and the human-oversight in explainable AI collected
from the Scopus database. By using inclusion and exclusion criteria, 5010 studies were
taken out of the pool for a number of reasons, such as language barriers, documents
that were not relevant (like posters and reviews), and duplicates. This left a total of
5010 studies. These remaining studies underwent scrutiny by examining their titles and
abstracts to determine their relevance to the review’s scope. Studies that did not explicitly
state their application domain or contribution in the title or abstract were retained for
further evaluation. This scrutiny reduced the number to 131 studies.

2.6 State of the art
This section explores the concept of trustworthy AI, which includes principles ensuring
ethical, fair, and accountable decision-making in AI systems [13], focusing on explain-
ability and robustness. It starts by defining key terms related to the three core subdomains
central to this research. First, it addresses the importance of transparency in machine
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Table 3. Study Selection Process

Selection Phase Criteria AI
Trans-

parency

Technical
Robust-

ness

Human
Over-
sight

Total
Studies
at Each
Phase

Initial Search "all" 1,156 1,653 11,263 14,072
Screened (Year Filter) <10y 1,067 1,496 10,125 12,688
Eligibility (Source Type) "j", "p" 912 1,307 8,729 10,948
Eligible (Publication Stage) "final" 889 1,287 8,456 10,632
Included (Open Access) "all" 496 727 4,811 6,034
Final Studies (Content Type) "ar","cp" 426 600 3,984 5,010
Remaining After Title/Abs Screening "t","abs" 31 28 72 131

learning (ML), emphasizing its critical role in enhancing model robustness [14]. Next, it
examines AI model robustness, highlighting its significance and challenges. Finally, it
discusses human oversight in explainable artificial intelligence (XAI), underscoring its
role in making AI systems understandable and accountable. Each subdomain contributes
to the broader understanding and implementation of reliable and trustworthy AI systems.

2.6.1 Trustworthy AI

Trustworthy AI encompasses several vital characteristics: explainability, fairness, ac-
countability, and robustness. See 1 for complete taxonomy. Explainability allows AI
systems to provide understandable reasons for their decisions and actions, crucial for user
trust [15, 16, 17, 7]. Trustworthy AI ensures auditability and scrutinizes decisions for
accuracy and fairness. Fairness addresses the need for unbiased decision-making, design-
ing AI systems to mitigate biases based on age, gender, race, location, and other personal
perceptions [18]. Accountability emphasizes the importance of tracing AI actions back
to human operators or developers, ensuring responsibility. Robustness refers to AI’s
resilience against attacks and reliability under various conditions, including safeguarding
against adversarial attacks [13]. These characteristics form the foundation of trustworthy
AI, ensuring transparent, equitable, accountable, and durable AI technologies and foster-
ing trust among users and stakeholders. Trustworthy AI promotes principles for ethical,
transparent, and accountable frameworks within AI systems. Challenges persist, notably
the vulnerability of AI models throughout their lifecycle, requiring robust methods to
ensure trustworthiness. Specifically, in the context of this research, trustworthy AI aims
to improve the safety and reliability of AI systems, particularly by addressing their
susceptibility to adversarial attacks [13].
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Figure 1. Trustworthy AI
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2.6.2 Explainable AI

The push for explainable AI (XAI) arises from several critical factors, including leg-
islative requirements such as the EU General Data Protection Regulation (GDPR). This
regulation demands robustness in AI systems by mandating safeguards for automated
decision-making processes, impacting any entity managing European data globally
[19, 14]. Explainable AI helps understand how models respond to adversarial attacks,
supporting the development of more resilient AI systems [20, 21]. Before creating an
interpretable model, decision-makers and experts must consider how local interpretability
can diagnose failures before retraining and assess the potential impacts on intended users
[19]. Explainability in AI, primarily through Bayesian Neural Networks (BNNs), makes
AI models more resistant to adversarial attacks [18] by providing a deeper understand-
ing of how models make predictions, helping to identify and mitigate vulnerabilities
more effectively. Bayesian methods for explainability, including Layer-Wise Relevance
Propagation (LRP), produce more stable and interpretable explanations under adversar-
ial conditions [22, 23, 18]. This suggests that explainable models can maintain their
performance and reliability even when faced with attempts to deceive or confuse them.

Incorporating explainability features enhances AI models’ robustness against attacks
[16]. It provides insights into their decision-making process, enabling improvements in
model design and training methodologies that enhance security and effectiveness[22].
Explainable AI improves the performance of AI systems by identifying key decision-
making features, reducing data and computational power requirements, and enhancing
model accuracy through these insights [5]. Explainable AI’s ability to pinpoint instances
of model uncertainty enables necessary adjustments, enhancing the system’s robustness
and fostering trust[5].

Local and Global Methods

Explainable AI methods can be categorized into local and global approaches. Global
methods provide an overall understanding of model behaviour, while local methods focus
on individual predictions. Visualization techniques and simpler models can approximate
complex model decisions globally [24]. Local methods, such as LIME and SHAP,
explain individual predictions by approximating complex models more simply [10, 25].
Counterfactual explanations suggest changes to alter outcomes for specific instances
[3, 24].

Model-Specific and Agnostic Methods

Model-specific techniques explain particular models by analyzing their structure or data
usage, working well for specific models but not others [24]. Model-agnostic methods like
LIME and SHAP can be applied to any model to provide explanations without requiring
knowledge of the model’s internals [26].

18



Transparent, Opaque, and Post-Hoc Explainability Transparent models, such as
Decision Trees and Bayesian Networks, offer clear visibility into their mechanisms,
fostering user trust [20]. Opaque models, like Random Forests and Neural Networks,
require additional methods to elucidate their decision-making processes [20]. Post-hoc
explainability techniques, such as LIME and SHAP, explain non-interpretable models,
ensuring broader applicability and understanding [26, 24]. explainable machine learning
(ML) models can be broadly categorized into Transparent, opaque, and post-hoc explain-
ability models [14]. Transparent models are like open books, offering clear visibility
into their operational mechanisms and decision-making processes. These models, which
include tree-based models like Decision Trees and Bayesian Networks, linear models
such as Linear and Logistic Regression, and rule-based models, are inherently inter-
pretable due to their straightforward and intuitive designs. This level of transparency is
vital as it fosters trust among users by making the AI’s decisions understandable [20]. In
contrast, Opaque Models, which encompass techniques like Random Forests and Neural
Networks, are characterized by their inherent complexity and lack of interpretability.
These models often necessitate additional methods to elucidate their decision-making
processes [20]. Models with post-hoc explainability are not intrinsically interpretable
but can be made so with various techniques, such as model-agnostic methods like LIME
or SHAP [26], which can be applied irrespective of the model’s internal workings.

Model-specific techniques are designed to explain a particular type of model by
examining its structure or data usage [24]. These methods work well for the specific
models they target but are difficult to apply to other models. They are powerful because
they can delve into model internals, like weights or structures. However, this specificity
makes them hard to generalize [24]. Zacharias categorizes AI methods into intrinsic and
extrinsic types [27]. Intrinsic methods are naturally understandable, designed to be clear
and straightforward from the beginning without needing extra explanatory steps, making
them accessible and easy to grasp, especially for beginners. Extrinsic methods, also
known as post hoc explanations, are used to explain the decisions of more complex AI
models after they have made a decision. Post-hoc explainability involves methods used
after a model has been trained to help explain how it makes decisions. These methods are
especially useful for complex models that are not easily understandable on their own [10].
These extrinsic methods can be divided into global and local approaches. Global methods
aim to provide an overall understanding of how the model works. Nagahisarchoghaei
describes global methods as explanations of how a machine learning model makes
decisions overall, not just for one single prediction [10]. These methods look at all the
data or features to explain the model’s behavior in a general way. This is like looking at
the forest instead of focusing on individual trees, giving a broad understanding of what
the model pays attention to when making predictions [19]. For example, visualization
techniques can show the overall effect of certain features on the model’s predictions.
This could be through graphs that reveal patterns or important features [10]. Another
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global method involves using simpler models to approximate and explain the complex
model’s decisions, offering a big-picture view of how the model works [24]. These
global methods help build trust by showing that the model works in a way that makes
sense across many different situations.

Nagahisarchoghaei and Adadi liken local methods to zooming in on one piece of a
puzzle to see why it fits where it does [10, 3]. Nagahisarchoghaei highlights examples of
local post-hoc methods, which include:

LIME, or Local Interpretable Model-agnostic Explanations, helps understand AI
decisions by examining specific examples [28, 29]. Imagine LIME as a magnifying
glass that zooms in on one decision made by AI. It modifies small parts of the data and
observes how these changes affect the AI’s decision. This helps identify what’s important
for the AI’s decision in that specific case. By doing this, LIME creates a simpler model
that explains why the AI made its decision, even if the original AI is very complex and
hard to understand [4]. This method is akin to experimenting with a recipe by slightly
altering ingredients to see which ones are crucial for the taste [19]. LIME focuses on
local explanations, meaning it explains individual predictions by approximating the
complex model in a simpler, more understandable way [19, 29].

Counterfactual explanations are local because they focus on specific instances or
decisions made by a model [24]. They show how input needs to change to get a
different result. For example, they can explain what would need to be different for a loan
application to be approved instead of denied [3]. They work by looking at specific cases
and suggesting changes that could alter the outcome [30].

SHAP, which stands for Shapley Additive exPlanations, explains decisions made by
machine learning models by focusing on individual predictions [31]. It examines how
much each feature in the data contributes to the final decision for a specific instance,
making SHAP a local explanation method because it provides detailed insights for single
predictions rather than explaining the model’s behavior as a whole [32, 33]. This method
is useful because it can give explanations for individual predictions, which is why it’s
considered a local explanation method [25].

2.6.3 Taxonomy of Robustness

Adversarial attacks manipulate data to deceive machine learning (ML) models, causing
incorrect outcomes nearly undetectable to humans. These attacks target both the training
phase (poisoning attacks) and the inference phase of ML models [34].

Apruzzese et al. [35] discuss different attacks on machine learning systems to
detect network intrusions. One primary type is an evasion attack, where the attacker
slightly changes harmful data so the system thinks it is safe. The primary objective of
evasion attacks is to alter the malicious data to evade detection, leveraging the model’s
vulnerabilities without knowing the system’s internals. Another type mentioned is
inference attacks, which occur when the system is already working, and the attacker
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tries to make it fail by exploiting its decision-making process. The main goal of these
attacks is to trick the system into making wrong decisions by taking advantage of how
the system makes those decisions [36]. There is also a mention of poisoning attacks,
which involve messing with the system’s learning phase by adding or changing data and
altering DNN models’ behaviour according to attackers’ intentions. The paper also talks
about grey-box attacks, where the attacker has limited information about the system.
There are also white-box attacks, where the attacker knows everything about the system
and uses this knowledge to craft specific attacks. On the other hand, black-box attacks
happen when the attacker does not know the system’s details but can still find ways to
trick it by guessing.

Naderi et al. [30] categorize different types of attacks based on how much the attacker
knows about the model. For example, in a “black-box” attack, the attacker only knows
the input and output of the model but not its inner workings. In contrast, a “white-box”
attack means the attacker fully knows the model’s architecture and parameters.

Figure 2. Example of the NIST Taxonomy organized in a Hierarchical manner

Targets In machine learning, a target, or vulnerability, refers to a weakness that
attackers can exploit to cause incorrect predictions or decisions [34]. These vulnerabilities
emerge from various sources, such as outsourcing the training process, using pre-trained
models from third parties, or ineffective data validation on the network [6]. Palacio et al.
[37] classify attack targets into stages: the Physical Domain of input sensors, the Digital
Representation for pre-processing, and the Machine Learning Model. This research
focuses on the machine learning model as the target for adversarial attacks.

Developers can create machine learning models using three main methods: super-
vised, unsupervised, and reinforcement learning [7]. In supervised learning, the model

21



trains with labelled data, learning to predict labels for new data. Unsupervised learning
identifies patterns or clusters without labelled data. Reinforcement learning involves
trial and error, where the model makes decisions and learns from the results to achieve
objectives [7]. An example of an unsupervised machine learning system is an attacker’s
target intrusion detection system (IDS) that protect networks, particularly in complex
environments like the Industrial Internet of Things (IIoT). This system get tricked by
adversarial samples—altered data that appears normal to the IDS but contains malicious
content. Attackers target components like Supervisory Control and Data Acquisition
(SCADA) or database management systems, transforming average data into adversarial
samples to bypass detection and compromise platform security [8].

Adversarial Attacks Adversarial attacks manipulate data to deceive targets i.e ma-
chine learning (ML) models, causing incorrect outcomes and being nearly undetectable
to humans. These attacks target both the training phase (poisoning attacks) and the
inference phase of ML models [34]. There are different types of attacks on machine
learning systems used for detecting network intrusions [35]. One main type is called an
evasion attack, where the attacker changes harmful data slightly so the system thinks
it’s safe. Another type mentioned is inference attacks, which occur when the system is
already working and the attacker tries to make it fail by exploiting its decision-making
process.The main goal of these attacks is to trick the system into making wrong decisions
by taking advantage of how the system makes those decisions. There’s also a mention of
poisoning attacks, which involve messing with the system’s learning phase by adding or
changing data, altering DNN models’ behavior according to attackers’ intentions.

Attacks can be categorized based on how much the attacker knows about the
model[30]. For example, in a "black-box" attack, the attacker only knows the input
and output of the model but not its inner workings. In contrast, a "white-box" attack
means the attacker has full knowledge of the model’s architecture and parameters [8]
talks about gray-box attacks, where the attacker has some limited information about the
system but not everything.

Defenses: Robustness in AI refers to a system’s resilience and reliability in maintaining
functionality under various conditions, including adversarial attacks [19] It involves
handling input perturbations and maintaining consistent outputs, ensuring the integrity
of operations. Robustness is crucial, especially in systems using post-hoc explanation
techniques like LIME and SHAP, which are vulnerable to manipulation. The deployment
of robust AI systems requires developing novel techniques to withstand adversarial
attacks, safeguarding the model’s explanations and decisions[24]. Furthermore, AI
Robustness prevents bias against underrepresented groups, and protects individual data,
thereby enhancing user experience and societal trust.
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Data sanitization involves cleaning or removing sensitive information from datasets
to protect against unauthorized access or attacks. It helps prevent poisoning attacks,
especially when using third-party datasets or tools. This process is crucial for machine
learning models as it ensures data integrity during preprocessing without introducing
biases or errors [35]. However, there are challenges faced during data sanitization. One
major challenge is ensuring that the sanitization process does not inadvertently remove or
alter data that could be crucial for analysis or operations. This requires a delicate balance
between security and data integrity [35]. Another significant hurdle to data sanitization is
the wide range of values that numeric features can have, which necessitates normalization
to ensure that all features contribute equally to the analysis without any single feature
dominating due to its scale [8].

Defensive distillation is a defence technique that trains a new model to avoid getting
easily tricked by tiny changes in the data it sees. It does this by first making the model’s
predictions softer, which means it makes the model’s output less extreme and more
generalized, and these softened predictions serve as the new labels to train a second
model, aiming to make this distilled model more robust against attacks [36]. However, it
is essential to note that while defensive distillation can significantly enhance the model’s
resistance to specific attacks, it is only partially foolproof [36]. According to [38],
researchers have developed two main defence strategies to protect machine learning
models from attacks. The first strategy is adversarial training, where the model learns
from original and modified data to recognize better. The second strategy involves using
Generative Adversarial Networks (GANs), which create new data samples that closely
resemble the original ones, helping the model to improve its detection capabilities[38].
However, implementing these strategies requires more computational resources and can
be complex [38].

There are several ways to protect 3D point cloud models from attacks. One method
changes the model’s design to make it tougher against attacks by splitting the PointNet
model and using a feature extractor and a discriminator. Another approach, DUP-Net,
cleans the data from unwanted noise and makes the point cloud denser to bring it closer
to its original form. IF-Defense uses a two-step process first to remove outliers and then
adjust the remaining points to make the point cloud smooth and evenly spread out [30].
LPF-Defense trains models with a version of the data that only includes low-frequency
information, which helps ignore the high-frequency changes made by attackers. Lastly,
combining different strategies, like specific pooling operations, has made models more re-
sistant to attacks. Modern defence strategies against attacks on machine learning models
include adversarial training and Generative Adversarial Networks (GANs). Adversarial
training involves mixing the original data with data that attackers have altered to make
the system smarter in recognizing threats[38]. GANs, another advanced method, create
new data samples that look very similar to the original ones, which helps in improving
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the system’s ability to detect attacks, enhancing detection rates by up to 50%. However,
these strategies require more computer power and can be complex[38].

Defence strategies against adversarial attacks on deep neural networks (DNNs) [39]
can be categorized into preprocessing-based and adversarial-training-based methods [40].
Preprocessing-based defences aim to remove adversarial perturbations from the input im-
ages, employing JPEG Compression, Pixel Deflection, and Total Variance Minimization
techniques. Another preprocessing approach involves adding randomness to the input
to observe the variance in the outputs, exemplified by Random Smoothing, which uses
Gaussian noise. On the other hand, adversarial training-based defences focus on retrain-
ing neural networks with adversarial samples to improve their robustness. Adversarial
training-based defences include InceptionV3adv and InceptionResNetV2adv [41, 42],
specifically designed to withstand adversarial attacks. Despite these efforts, adversarial
attacks, especially those targeting the attention mechanisms of DNNs, have shown effec-
tiveness even against these advanced defence strategies, indicating the ongoing challenge
in securing DNNs against such threats.

Threats to Robustness One significant threat to robustness is adversarial attacks,
where small, carefully designed changes to the input can trick the AI into making wrong
decisions [19]. Techniques like LIME and SHAP are criticized for their vulnerability
to adversarial attacks, allowing for arbitrary explanations[24]. Another threat is bias,
where the AI might not treat all groups of users’ data fairly because it learned from unfair
data [19]. Another significant threat is data poisoning attacks, where attackers inject
malicious data into the model’s training set, leading to compromised performance [10].
Additionally, using black-box models, which are complex and not fully understood even
by their creators, can also threaten robustness [10]. Lastly, the balance between accuracy,
explainability, and tractability in AI models is delicate, and focusing too much on one
aspect can compromise the others, affecting the overall robustness of the system [10].

Effectiveness and trade-offs of robustness-enhancing techniques Adversarial train-
ing and model retraining strategies enhance robustness but may decrease model accu-
racy due to overfitting adversarial examples [13]. Implementing these techniques can
be computationally expensive and complex, potentially limiting their applicability in
resource-constrained environments [30]. Additionally, there is a contradiction between
enhancing model explanation and adversarial robustness, as advanced AI methods could
potentially aid attackers in creating more effective adversarial examples [43].

2.6.4 Human Oversight and Explainable AI (XAI)

Promoting Explainable AI and Human-in-the-Loop Approaches The European
Union promotes Explainable AI (XAI) to make AI decisions understandable to humans,
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Table 4. Overview of Taxonomy in Machine Learning Security

Taxonomy Sub Points Method / Attack / De-
fense

References

Targets Classification
of Targets

Physical Domain of in-
put sensors

[6, 10]

Digital Representation
for pre-processing
Machine Learning
Model

Methods of
ML

Supervised
learning

[7, 34]

Unsupervised
learning

- [34]

Reinforcement
learning

- [44]

Examples of
Attack on ML
Model

[8]

Adversarial At-
tacks

Attacks Defini-
tion

[8]

Types of At-
tacks

Evasion attack [35, 38]

Inference attacks
Poisoning attacks [34, 38, 13]

Classification
of Attacks
based on
Knowledge

Black-box attack [30, 45, 40, 43]

White-box attack
Grey-box attack

Defense Defenses Defi-
nition
Defense Meth-
ods

Data sanitization [36, 30, 38, 13]

Defensive distillation
Adversarial Training
Generative Adversarial
Networks (GANs)
Preprocessing-based de-
fense methods
Adversarial-training-
based defense methods25



enabling human-in-the-loop solutions that combine human and machine intelligence
for sustainable and responsible outcomes [46]. Human-in-the-loop approaches enhance
machine learning systems’ functionality and reliability by facilitating human interaction.
They aid dataset exploration, understanding, model validation, and trustworthiness
through transparency and interpretable classifiers [47]. Human pattern recognition
significantly improves data splits, underscoring the importance of human intuition and
understanding in enhancing machine learning outcomes [47]. Decision systems are
crucial to AI explainability as they help users understand how AI models make decisions,
providing insights into the reasoning behind AI decisions and increasing transparency
and trust in AI technologies [48].

Enhancing Trust and Understanding in AI Systems Decision Support Systems
(DSS) can boost trust among healthcare providers by explaining the reasons behind deci-
sions, especially when they aren’t immediately clear. Understanding the sociocultural
environment and addressing concerns about AI replacement is crucial for its acceptance.
DSS can prevent mistakes by novices and support collaborative decision-making, en-
hancing patient care and healthcare efficiency [49, 18]. Involvement of human feedback
in the development of AI explanations helps refine the explanatory process, making
it more intuitive and satisfactory for users who may not have a technical background
[9]. Non-experts often find it challenging to understand the decision-making process
of complex "black box" algorithms due to their lack of transparency [50]. Research
shows that a causality-based predictive model is interpretable without needing additional
models, making it accessible to both experts and non-experts alike [50]. A user study
with 18 non-expert participants revealed that the interface made it easy to grasp the
model’s workings, proving effective in demystifying complex algorithmic decisions for
those without specialized knowledge of machine learning.

Tools, Customization, and Presentation in AI Fairness Current tools for assessing
AI fairness, like AI Fairness 360 and FairVis, are primarily designed for data scientists,
neglecting the needs of ordinary end-users. This lack of interfaces for non-technical users
highlights a missed opportunity to include diverse perspectives, including cultural values
like masculinity and uncertainty avoidance. Research suggests that creating interactive
interfaces for end-users could democratize the fairness assessment process, allowing a
wider audience to identify and mitigate biases in AI systems [51].

Customization and Effective Presentation in XAI Customization involves modifying
something to meet specific requirements or preferences, such as adjusting a service or
system to fit individual needs. In Explainable Artificial Intelligence (XAI), customization
can involve adjusting AI systems to provide personalized explanations or adapt their
functionality for different users or applications [4]. The effectiveness of AI explanations
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depends on their presentation [52, 53, 54]. Different formats like visualizations or
textual representations affect users’ backgrounds and expertise levels [55, 56, 57, 58].
Simpler formats like diagrams or natural language can demystify complex AI decisions,
making them more accessible. The choice of presentation method should align with
user preferences and understanding capacity. The complexity of explanations, whether
through rule sets, decision trees, or graphical representations, must be tailored to match
the user’s comprehension level, boosting interpretability and fostering user trust. This
customization is crucial for enhancing AI system interpretability.

User Interface (UI), User Experience (UX), and Interactive Techniques User Inter-
face (UI) refers to the appearance and layout of a product, focusing on user interaction
and quality. User Experience (UX), on the other hand, refers to the overall user ex-
perience, including ease and satisfaction, efficiency, dependability, and meeting user
needs and expectations [59, 60]. Both aspects are crucial in creating a user-friendly and
effective product [61].

Visual and Interactive Techniques Visual and interactive techniques in explanations
leverage the human ability to recognize patterns and understand complex information
quickly, making these explanations more accessible and effective [14, 50, 16]. Interactive
explanations allow users to engage with the information, ask questions, and explore
different outcomes, making the explanation process more effective by promoting a deeper
understanding of the subject matter [14, 53].
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3 Methodology
This chapter outlines a structured methodology for this study. The methodology is in
four phases: the integration of explainable AI (XAI) techniques in a standard machine
learning pipeline (see Figure 5(a)), simulation of adversarial attacks, the development
of human oversight dashboards, and a user study to evaluate the effectiveness of AI
explanation on the implemented system.

3.1 System Design
The system architecture, illustrated in Figure4, integrates various services centred around
explainable AI (XAI). It includes a client-side and a backend server that handles data
flow between the user and the machine learning pipeline. The sequence diagram in
Fig3 illustrates the architecture’s user authentication and request processing flow. In
the process, the user logs in via the frontend application, which sends the login request
to Okta for authentication. Okta processes the authentication and returns a success or
error message to the front end. Upon successful authentication, the front end allows
user access and sends a request to the API Gateway. The API Gateway validates the
request and routes it to the appropriate microservice. The microservice processes the
request, sending the response back through the API Gateway to the front end, which then
delivers the response to the user. This design ensures secure, scalable, and maintainable
user authentication and service request handling. This architecture enhances existing
ML/FL systems by extending the conventional machine learning pipeline with steps to
assess trustworthiness properties using XAI and specialised metrics (see Figure 9(b)).
Integrating these metrics enhances AI model robustness, as relying solely on XAI (see
Figure 9(b)) is insufficient for accurately identifying drifts and performance errors or
their root causes [1]. The verification process involves developing a diagnostic profile to
characterise and measure AI performance.

3.2 System implementation
3.2.1 Data selection and preprocessing

This research uses Montimage’s metrics selection and raw network traffic datasets
from various network experimental testbeds to construct a standard machine-learning
pipeline 5a. This research uses Montimage’s selection of metrics and raw network
traffic datasets from various network experimental testbeds to create a machine-learning
pipeline. It integrates eXplainable AI (XAI) methods like LIME and SHAP to improve
the interpretability of AI models. The goal is to adjust trade-offs over time dynamically.
The approach follows a correct-by-construction method, guided by stakeholder feedback.
The development of a dashboard aims to provide precise insights into why specific
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Figure 3. Sequence diagram of the SPATIAL architecture
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Figure 4. Overall underlying deployment of SPATIAL [1]
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models are susceptible to certain threats, allowing stakeholders to understand adversarial
tactics better and identify system vulnerabilities.

3.2.2 Machine learning pipeline

AI models systematically use the pipe to build and improve performance and security
over time. Figure 5(a) deps of developing an AI model. The approach starts by converting
an imbalanced dataset into a balanced one using raw network traffic data from several
networks and a specialised experimental testbed provided by Montimage [62]. Data
cleaning imputes missing data, eliminates duplication, and implements data enrichment
techniques. Extracted features are converted into numerical vectors and standardised to
prepare the complex network data for AI processing.

The dataset, comprising 382 distinct characteristics, is categorised into web, in-
teractive, and video activities. Algorithms such as Neural Networks, LightGBM, and
XGBoost train the dataset to extract and select features efficiently. These models handle
vectorised data exceptionally well and generate precise classifications based on user
activities, significantly enhancing the system’s usefulness in diverse network contexts.
The model’s performance is evaluated using precision score, F1-score, and recall to
improve resilience against adversarial attacks.

This implementation employs numerous Python libraries for machine learning, in-
cluding NumPy [63], scikit-learn [64], TensorFlow [65], XGBoost [39], and LightGBM
[66]. Tools like SHAP and LIME [26] implement explainable AI techniques, making the
AI’s decision-making process more transparent and understandable.

The platform’s API gateway allows stakeholders to interact with these advanced
machine-learning functionalities (see Figure 4). This gateway seamlessly integrates
the client-side application and the backend services, providing an interface for request
handling and data processing. Acting as a reverse proxy, the gateway enables secure
data exchanges and enhances scalability by efficiently managing requests. Installing
the Kong API Admin on a virtual machine optimises API management, allowing for
service definition, routes, and security settings for external clients. Updating the Nginx
[67] configuration ensures accurate routing through the Kong Gateway, effectively han-
dling request paths. This setup supports high concurrency and low latency, enhancing
scalability and providing efficient data exchange.

3.2.3 Human-Oversight Dashboard in XAI

Overview

This implementation includes an AI dashboard that enables users to understand and eval-
uate the trustworthy characteristics of AI models quantitatively. The dashboard facilitates
modifications to either the AI model or the data upon which it is trained, resulting in a
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Figure 5. Standard pipeline to build AI models based on machine learning
[1]
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new version of the model or data and allows for iterative enhancements in subsequent
versions. Additionally, it features a comparison tool that enables users to juxtapose
different trustworthy properties from various versions of AI models or datasets. This
tool is handy for assessing changes and improvements over time, providing a clear visual
representation of how modifications have impacted the trustworthiness and performance
of the AI system. This comprehensive approach enhances user interaction and bolsters
the system’s capability to deliver secure, reliable, and user-friendly functionality.

Front-End Development

The front end of the SPATIAL system is developed using React, a popular JavaScript
library known for its efficiency and flexibility in building interactive user interfaces [68].
React’s architecture allows for a modular approach, enabling developers to construct
a dynamic and responsive user experience that integrates seamlessly with the various
features of SPATIAL. To support React’s development environment, Node.js is the
underlying runtime, facilitating essential development tools like Babel and Webpack [69].
Babel helps transform modern JavaScript code into a backwards-compatible version for
older browsers, while Webpack bundles various modules into static assets [70, 71].

For styling, the implementation leverages Bootstrap 5, a robust framework designed
for developing responsive and mobile-first websites [72]. Bootstrap 5 provides a range
of pre-designed components that can be easily customised and are responsive across
devices. Alongside Bootstrap, Tailwind CSS is used for its utility-first approach to
styling, allowing developers to apply styles directly in HTML, thereby enhancing the
efficiency of creating custom designs and maintaining style consistency throughout the
application [73].

Security and User Management

The integration of Okta addresses security and user management as critical components
of the front end. Okta provides a comprehensive identity management solution, offer-
ing secure and robust authentication and authorisation services [74]. This integration
ensures that only authenticated users can access certain features, safeguarding sensitive
information and enhancing overall system security.

Key Features of the Dashboard

The end-to-end SPATIAL dashboard includes several vital interfaces:

• Login Page: Serves as the initial point of interaction for users, featuring username
and password fields, a "Remember Me" checkbox for convenience on future visits,
and a "Sign In" button alongside links for password retrieval and user support.
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• Build Model Page: Allows users to set parameters for model creation, focusing
on service types like "Network Traffic," where users can select datasets, define
training and validation splits, and start the model-building process.

• Model List: Refer to Figures 9 and 8. This displays all AI models by ID and
service type, with functionalities to view, download, or select models for further
actions, including filtering options and access to associated datasets.

• SPATIAL Dashboard: Refer to Figures 9 and 8. This evaluates and compares AI
model performance through model selection and configuration tools, featuring a
confusion matrix for detailed performance analysis.

• Adversarial Attack Interface: Refer to Figures 9 and 8. This interface visualizes
the impact of feature changes on AI behavior using graphs and provides LIME and
SHAP values [75, 76] for deeper insights.

• Resilience Metrics: Refer to Figure 8. It evaluates model resilience against specific
adversarial attacks, offering simulation tools that show performance metrics before
and after attacks.

• LIME Config and LIME Result Interfaces: Provide detailed explanations of AI
decisions using the LIME method, highlighting the influence of various features
and aiding in transparency with visual outputs like pie charts. Refer to Figures 6
and 7

• Compare XAI Result Section: Allows users to contrast explanations from dif-
ferent XAI methods, ensuring clarity and reliability in interpreting AI decisions
across models (See Fig9).
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Figure 6. SHAP configuration and result
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Figure 7. LIME configuration and result

36



Figure 8. Adversarial Attack Lifecycle using specialised metrics

Figure 9. Adversarial Attack Lifecycle using XAI
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Implementation Summary

The implementation features the SPATIAL AI dashboard, designed to enhance the
trustworthiness of AI models through quantitative evaluation and iterative improvements.
Users can modify AI models or their training data and utilise a comparison tool to assess
attributes across versions. Developed using React for its efficient and interactive UI
capabilities and supported by Node.js, the system uses Babel for browser compatibility
and Webpack for module bundling. Interface styling is managed with Bootstrap 5 and
Tailwind CSS, ensuring responsiveness and customisability. Okta integration addresses
security and user management, which are critical components of the front end. Okta
provides secure and robust authentication and authorisation services, ensuring that only
authenticated users can access certain features. This approach safeguards sensitive
information and enhances overall system security.

3.3 User Study Design
This research uses an experimental user study to explore how different levels of expla-
nation impact user perceptions of AI decision-making.(See Appendix II) Three distinct
conditions are compared:

In Group A, participants encounter AI decisions without any accompanying expla-
nation, allowing an assessment of how AI outputs are interpreted without contextual
data.

In Group B, participants receive short, concise explanations (see Figure 15), which
communicate the rationale behind the AI’s decisions, providing a basis for understanding
the effects of minimal explanatory detail.

Finally, in Group C, participants receive long, detailed explanations (see Figure 16),
delving deeply into the reasoning and data behind the AI’s decisions.

This experiment explores how comprehensive information influences understanding
and trust. By examining these three systems, this thesis aims to contribute valuable
insights into how different levels of explanatory detail in AI systems can affect user
outcomes, potentially guiding future designs of AI interfaces and decision-support
systems.

3.3.1 Participants

Participants were carefully selected to ensure diverse representation, including technical
and non-technical backgrounds, to capture a wide range of AI experiences. Participants
were recruited through social media platforms, professional networks, and academic list
serves. The target demographic included approximately 54 participants, with efforts to
balance the group in terms of age, gender, and educational background. Participants
were divided into two categories, A and B. Category A consisted of 32 participants,
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further divided into two subgroups: those who received no explanations and those who
received short explanations. Category B included 18 participants from Category A’s short
explanation subgroup and 18 participants who received more detailed descriptions. A
pre-screening process with a preliminary questionnaire ensured that all participants had
a basic understanding of AI. Furthermore, a thorough consent process was conducted,
where participants agreed to consent, clearly outlining the study’s scope, the procedures
for ensuring the anonymity of responses, and the protocols for handling personal data,
safeguarding participant privacy, and maintaining ethical standards throughout the study.

3.3.2 Apparatus

Google Forms was chosen as the survey platform due to its accessibility and reliability, as
well as its support for various question types and branching logic. Customising questions
for each of the three distinct AI explanation systems under investigation is crucial. The
survey was designed to include a demographic section that captures essential background
information and specific questions that assess comprehension, satisfaction, trust, and
engagement with AI decisions.

3.3.3 Data Analysis

This section details visualisations to gather, process, and interpret data to assess how
different AI explanations affect user perception. A blend of quantitative and qualitative
approaches is used for comprehensive analysis. The quantitative component employs the
Mann-Whitney Test across groups exposed to no/short and short/detailed explanations,
alongside regression analysis, to investigate the influence of these explanations on trust
and engagement, factoring in demographic variables as potential confounders. Simulta-
neously, qualitative data from open-ended survey questions are analysed using thematic
analysis to uncover themes that reveal each type of analysed explanation’s emotional and
perceptual effects. This dual-methodology approach allows for a holistic understanding
by integrating quantitative metrics with qualitative insights, enhancing the findings’
depth. This report integrates statistical outcomes with narrative insights, detailing the
differences in explanation effectiveness and the reasons behind these differences, offering
actionable insights for optimising AI explanations to suit diverse user groups.

3.3.4 Ethical Considerations

Ethical principles of confidentiality and transparency are adhered to in order to ensure
the integrity of the research process and protect participant welfare. Data collected is
anonymised, and personal identifiers are removed to prevent tracing back anonymised
dual participants. Informed consent is obtained from all participants before they engage
in the study. The consent form outlines the study’s scope, participant involvement, and
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data confidentiality measures. This process ensures that ethical standards are upheld,
maintaining the integrity and credibility of the research.

3.3.5 Limitations

This study has limitations, including generalizability, interactivity, and bias. The findings
may not apply to all types of AI models or user demographics, as the visualisations
are specific to the SHAP algorithm, and participants are visualisations of a specific
demographic. Future research should consider a broader range of AI explanation methods
and a more diverse participant pool to enhance generalizability. Additionally, participant
responses may be influenced by subjective interpretations or biases towards technology,
which could skew perceptions.
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4 Results

4.1 Experiment Use Case
We discuss two primary types of attacks on network traffic classification systems: poison-
ing attacks during the training phase and evasion attacks during the testing or inference
phase. We evaluate the resilience of an explanatory platform by analyzing its behaviour
during these attack scenarios. To illustrate, we implemented a poisoning attack on a
network activity classification dataset by altering the original dataset used to train the
model. In this study, we executed three types of poisoning attacks: random label flipping,
where we randomly changed labels to degrade the model’s utility; targeted label poison-
ing, which involved selectively flipping labels to bias the dataset and shift the model’s
decision boundary; and GAN-based attacks aimed at diminishing the model’s utility,
creating a biased dataset targeting specific labels, and examining the model’s internal
reactions without disrupting its performance.

4.1.1 Analysis of Adversarial Attack Simulations

To evaluate the model’s resilience to these attacks, we analyzed SHAP (Shapley Additive
exPlanations) values for three scenarios: unpoisoned, randomly poisoned, and GAN-
based poisoned models. We examined the impact of a new GAN-generated poisoning
attack compared to conventional random and targeted poisoning attacks on a neural
network-based activity classification model. Our study found that the GAN-generated
attack causes less disruption because the new examples added are similar to the original
dataset, thereby maintaining model utility. As a result, we observed more minor differ-
ences in accuracy between the original and the poisoned models, which translates to a
lesser overall impact and makes detection more challenging. In contrast, the random and
targeted poisoning attacks cause more significant deviations from the original model,
leading to substantial disruptions and higher complexity metrics. This analysis high-
lights the value of using Explainable AI (XAI) metrics to detect and understand changes
induced by poisoning attacks, thereby aiding in assessing model resilience.

This finding is crucial for stakeholders when deploying models, as it helps in planning
resource allocation and defense strategies. Overall, this thesis offers a detailed view of
the vulnerabilities of machine learning models to different types of adversarial attacks
and highlights the importance of strong evaluation metrics to protect against these threats.

4.2 Results of User Study
4.2.1 Visualisation Without and With Text Explanation

As shown in Table 5, the statistical analysis for Group A, which compared no explanation
to short explanations, demonstrated significant differences in several key areas. The
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Figure 10. No poisoning
Figure 11. 50% random flip-
ping

Figure 12. 50% GAN poi-
soning

Mann-Whitney U test applied to assess the clearness of the decision versus textual clarity
resulted in a statistic of 101.0 and a p-value of 0.049, indicating a statistically significant
difference at the 5% level. This finding suggests that participants’ perceptions of decision
clearness and textual clarity varied significantly. Additionally, the trustworthiness of
the AI decision revealed substantial differences, with a statistic of 68.0 and a p-value
of 0.0021, underscoring a notable variation in how trustworthy participants found the
AI decisions. Engagement levels also showed significant differences, evidenced by a
Mann-Whitney U statistic of 86.0 and a p-value of 0.0134.

4.2.2 Visualisation With Short and Long Explanation

The analysis for Group B (See Table 5), which compared short to long explanations,
revealed no statistically significant differences across various metrics. Textual clarity, as
assessed through how clearly participants understood the text accompanying the chart,
showed no significant variation, with a Mann-Whitney U statistic of 203.0 and a p-value
of 0.1824. Similarly, satisfaction levels with the explanations provided (U = 193.5, p =
0.3103), participants’ trust in the AI decision (U = 147.0, p = 0.8423), engagement with
the explanation format (U = 205.0, p = 0.1563), and ease of digesting the information (U
= 185.5, p = 0.1773) did not differ significantly between the two groups.
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Figure 13. Visualisation with no Explanation

Figure 14. Visualisation with short Explanation
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Figure 15. Visualization with short Explanation

Figure 16. Visualization with long Explanation
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Table 5. Statistical Analysis Results for User Study

A (None vs Short Explanation)
Metric U Statistic p-Value
Engagement 86.0 0.0134
Preference for Information 92.0 0.0225
Satisfaction 78.5 0.007
Textual Clarity 101.0 0.049
Trustworthiness 68.0 0.0021

B (Short vs Long Explanation)
Metric U Statistic p-Value
Ease of Information Digestion 185.5 0.1773
Engagement 205.0 0.1563
Satisfaction 193.5 0.3103
Textual Clarity 203.0 0.1824
Trustworthiness of Decision 147.0 0.8423
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5 Main Findings
This chapter presents the primary findings from an experimental user study designed
to explore how different levels of explanation impact user perceptions of AI decision-
making. The study compared three distinct conditions: no explanation (Group A), short
explanations (Group B), and lengthy explanations (Group C). The results are based on
statistical analyses, focusing on various metrics to evaluate the effectiveness and impact
of the explanations provided.

Table 6. Statistical Analysis Results for User Study

A (None vs Short Explanation)
Metric U Statistic p-Value Result
Engagement 86.0 0.0134 Significant
Preference for Information 92.0 0.0225 Significant
Satisfaction 78.5 0.007 Significant
Textual Clarity 101.0 0.049 Significant
Trustworthiness 68.0 0.0021 Significant

B (Short vs Long Explanation)
Metric U Statistic p-Value Result
Ease of Information Digestion 185.5 0.1773 Not Significant
Engagement 205.0 0.1563 Not Significant
Satisfaction 193.5 0.3103 Not Significant
Textual Clarity 203.0 0.1824 Not Significant
Trustworthiness of Decision 147.0 0.8423 Not Significant

These findings indicate that even a short explanation significantly improves user
engagement, preference for information, satisfaction, textual clarity, and trustworthiness
compared to not explaining at all. This underscores the value of providing concise and
clear explanations to enhance user experience.

In contrast, none of the metrics showed significant differences when comparing short
explanations to long explanations (B: Short vs. Long Explanation). These suggest that
increasing the length of the explanation does not significantly improve user outcomes
over short explanations. Users do not necessarily benefit from more detailed explanations;
they value clarity and relevance.
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6 Discussion
The findings highlight the importance of explaining AI decisions. Compared to no
explanations, short explanations significantly enhance user engagement, preference
for information, satisfaction, textual clarity, and trustworthiness. However, increasing
the length and detail of the explanations (short vs. long) shows no improvement in
these metrics. These results suggest minimal explanations can effectively improve user
perceptions of AI systems, and adding more detail may yield little benefit. Overly
detailed explanations overwhelm users or make the information more challenging to
digest, negating the benefits of providing more comprehensive insights. Users do not
necessarily benefit from more detailed explanations; they value clarity and relevance
over quantity of information.

The practical implications of these findings are significant. The study will prioritize
creating explanations that are easy to understand and directly relevant to the user’s
context. This approach enhances the user experience and promotes greater acceptance
and trust in AI technologies. The implementation can better support decision-making
processes and improve overall satisfaction by focusing on the most critical information
for users and presenting it straightforwardly.

Moreover, these insights can guide the development of best practices for AI interface
design. Such practices may include standardized methods for generating explanations that
strike the right balance between informative and accessible. As AI continues integrating
into various sectors, these principles will ensure that the technology serves its intended
purpose effectively and ethically. By fostering an environment where users feel informed
and confident in the AI’s capabilities, we can drive broader adoption and more effective
utilization of AI systems.

6.1 Future Work
Future research should explore several areas to build on these findings. One key area
is understanding the elements within short explanations that enhance user engagement
and trust most effectively. Identifying these elements can help create even more refined
and effective explanatory frameworks. Additionally, studies should examine the impact
of explanations across different user demographics and contexts to determine if certain
groups benefit more from detailed explanations than others. This could involve sector-
specific investigations, such as in healthcare, finance, or education, where the nature of
AI decisions and user needs may vary significantly.

Furthermore, research should also explore the role of interactive explanations, where
users can choose the level of detail they want to receive. This could help balance the
need for brevity and comprehensiveness, allowing users to tailor explanations to their
preferences and requirements.

47



6.2 Conclusion
The study demonstrates that short, clear explanations significantly enhance user percep-
tions of AI systems compared to no explanations, without additional benefit from longer,
more detailed explanations. These findings emphasize the importance of clarity and
relevance in AI-generated explanations. By prioritizing user-friendly and contextually
relevant information, AI developers can improve user engagement, satisfaction, and
trust, fostering broader acceptance and more effective use of AI technologies. Future re-
search should continue to refine these strategies, exploring specific elements that enhance
explanatory effectiveness and tailoring explanations to diverse user needs.
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I Glossary
AI Artificial Intelligence

API Application Programming Interface

BNN Bayesian Neural Network

DSS Decision Support System

EU European Union

FL Federated Learning

GAN Generative Adversarial Network

GDPR General Data Protection Regulation

HCI Human-Computer Interaction

IEEE Institute of Electrical and Electronics Engineers

IIoT Internet of Things

IDS Intrusion Detection Server

JPEG Joint Photographic Experts Group

LIME Local Interpretable Model-agnostic Explanations

LRP Layer-Wise Relevance Propagation

ML Machine Learning

NIST National Institute of Standards and Technology

PICO Population, Intervention, Comparison, Outcome

SCADA Supervisory Control and Data Acquisition

SCOPUS A comprehensive bibliometric database

SHAP Shapley Additive Explanations

SLR Systematic Literature Review

VM Virtual Machine

XAI Explainable Artificial Intelligence
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II Questionnaire
Here are the extracted questions from the three Google Forms, separated accordingly:

No Explanation on AI Explanations
Demographic Questions:

1. What is your age?

• Under 18

• 18-24

• 25-34

• 35-44

• 45-54

• 55-64

• 65 or older

2. What is your gender?

• Male

• Female

• Prefer not to say

3. Education Level

• Some high school

• High school graduate

• Self-employed

• Unemployed

• Retired

• Prefer not to say

4. In which field do you work or study?

• Technology/Engineering

• Business/Finance

• Education
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• Health Care

• Arts and Entertainment

• Science and Research

Evaluating AI Explanation:

1. Identifying Key Features: Which feature appears to contribute most to the predic-
tion according to the chart?

• dl_data_volume

• ul_data_volume

• Dl_packet

• Avg_ul_volume

• downlink_packet

2. Visual Clarity: How easy was it to discern the importance of each feature from the
chart?

• Very difficult

• 1

• 2

• 3

• 4

• Very easy

3. Relative Importance: How does the importance of the feature labeled ’dl_packet’
compare to ’session_time’?

• Much less important

• 1

• 2

• 3

• 4

• Much more important

4. Need for Additional Information: How much did you need additional textual
information to understand the chart?

• Did not need any additional information
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• 1

• 2

• 3

• 4

• Needed a lot more information

5. Ease of Understanding: How easy was it to understand the chart?

• Very difficult

• 1

• 2

• 3

• 4

• Very easy

6. Overall Comprehension: With the text, how well did you understand the reasons
behind the ranking of each feature?

• Did not understand at all

• 1

• 2

• 3

• 4

• Understood perfectly

7. Relative Importance: How does the importance of the feature labeled ’dl_packet’
compare to ’session_time’?

• Much less important

• 1

• 2

• 3

• 4

• Much more important

8. Feature Ranking: Please rank the features from the most important to the least
important based on their visual length in the chart.
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Short Explanation of AI Prediction
Demographic Questions:

1. What is your age?

• Under 18

• 18-24

• 25-34

• 35-44

• 45-54

• 55-64

• 65 or older

2. What is your gender?

• Male

• Female

• Prefer not to say

3. Education Level

• Some high school

• High school graduate

• Self-employed

• Unemployed

• Retired

• Prefer not to say

4. In which field do you work or study?

• Technology/Engineering

• Business/Finance

• Education

• Health Care

• Arts and Entertainment

• Science and Research
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Evaluating AI Explanation:

1. Textual Clarity: How clear was the text accompanying the chart?

• Very unclear

• 1

• 2

• 3

• 4

• Very clear

2. Contribution of Text to Understanding: How much did the text help you understand
the chart?

• Did not help at all

• 1

• 2

• 3

• 4

• Helped a great deal

3. Integration of Text and Visuals: How well did the text integrate with the visual
elements of the chart?

• Very poorly integrated

• 1

• 2

• 3

• 4

• Very well integrated

4. Overall Comprehension: How well did you understand the information presented
in the chart with text?

• Did not understand at all

• 1

• 2
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• 3

• 4

• Understood perfectly

5. Satisfaction: How satisfied were you with the explanation provided by the text in
the chart?

• Not satisfied at all

• 1

• 2

• 3

• 4

• Extremely satisfied

6. Feature Ranking: Please rank the features from the most important to the least
important based on their visual length in the chart.

Long Explanation of AI Prediction
Demographic Questions:

1. What is your age?

• Under 18

• 18-24

• 25-34

• 35-44

• 45-54

• 55-64

• 65 or older

2. What is your gender?

• Male

• Female

• Prefer not to say

3. Education Level
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• Some high school

• High school graduate

• Self-employed

• Unemployed

• Retired

• Prefer not to say

4. In which field do you work or study?

• Technology/Engineering

• Business/Finance

• Education

• Health Care

• Arts and Entertainment

• Science and Research

Evaluating AI Explanation:

1. Textual Clarity: How clear was the text accompanying the chart?

• Very unclear

• 1

• 2

• 3

• 4

• Very clear

2. Contribution of Text to Understanding: How much did the text help you understand
the chart?

• Did not help at all

• 1

• 2

• 3

• 4

• Helped a great deal
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3. Integration of Text and Visuals: How well did the text integrate with the visual
elements of the chart?

• Very poorly integrated

• 1

• 2

• 3

• 4

• Very well integrated

4. Overall Comprehension: How well did you understand the information presented
in the chart with text?

• Did not understand at all

• 1

• 2

• 3

• 4

• Understood perfectly

5. Satisfaction: How satisfied were you with the explanation provided by the text in
the chart?

• Not satisfied at all

• 1

• 2

• 3

• 4

• Extremely satisfied

6. Overall Comprehension: With the text, how well did you understand the reasons
behind the ranking of each feature?

• Did not understand at all

• 1

• 2

• 3
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• 4

• Understood perfectly

7. Satisfaction with Textual Information: How satisfied were you with the amount
and quality of the information provided in the text?

• Not satisfied at all

• 1

• 2

• 3

• 4

• Extremely satisfied

8. Feature Ranking: Please rank the features from the most important to the least
important based on their visual length in the chart.
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