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The Effects of COVID-19 on Consumption of Animal and Plant-based Food: An Analysis
of Twitter Data
Abstract:

This study finds the the impact of COVID-19 on the consumption of meat and plant-based food

by analyzing the opinions of the supporters of both diets on Twitter. The study uses around

10 million tweets gathered from November 2019 to June 2020 to cover 3 time periods: Pre-

pandemic, when COVID-19 was spreading silently (November 2019 - January 2020), Tran-

sition, when governments around the world started mass information spread and took action

(February - March 2020), and Pandemic, when almost all people lived under some sort of re-

striction (April - June 2020). The study also analyzes the opinions of the users on both types

of food and groups them into 2 groups: meat-lovers and veggies. Tweets of each group in each

time period are analyzed and compared to see the change over time. The results show that,

neither of the groups were more popular than the other in all time periods. However, there is

a change when tweets are grouped by topics. Tweets about diets became more popular during

pandemic, while the number of very positive and very negative tweets about animal-based food

increased. In addition, towards the pandemic, both groups became more in contact with each

other, despite being previously isolated, and started paying more attention to risks related to

meat and links with the virus. Finally, the pandemic has increased negativity in veggies’ tweets

on food while not affecting meat-lovers.

CERCS: P170 Computer science, calculation methods, systems, management (automatic con-

trol theory)

Keywords: Social Media, Twitter, COVID-19, Meat, Vegan, Vegetarian
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COVID-19 mõju loomse ja taimse toidu tarbimisele: Twitteri andmete analüüs

See uuring otsis COVID-19 mõju liha ja taimse toidu tarbimisele, analüüsides Twitteris mõlema

dieedigrupi toetajate arvamusi. Uuringus kasutatakse umbes 10 miljonit säutsu, mis on kogutud

novembrist 2019 kuni juunini 2020, et hõlmata kolme ajaperioodi: pandeemiaeelne aeg, kui

COVID-19 levis vaikselt (november 2019 - jaanuar 2020), üleminek, kui valitsused kogu maail-

mas hakkasid massiteavet levitama ja asusid tegutsema (veebruar - märts 2020), ja pandeemi-

aaeg, kui peaaegu kõik inimesed elasid mingisuguste piirangute all (aprill - juuni 2020). Uuringus

analüüsitakse ka kasutajate arvamusi mõlema toiduliigi kohta ja rühmitatakse nad kahte rühma:

lihasõbrad ja taimetoitlased. Analüüsitakse ja võrreldakse iga ajavahemiku iga grupi säutse,

et näha ajas toimunud muutusi. Tulemused näitavad, et kumbki rühm ei olnud kõigil ajape-

rioodidel teisest populaarsem. Siiski esineb erinevus, kui säutsud on teemade kaupa rühmi-

tatud. Dieettoitumise kohta käivad säutsud muutusid pandeemia ajal populaarsemaks, samas

kui loomset toitu käsitlevate väga positiivsete ja väga negatiivsete säutsude arv kasvas. Lisaks

puutusid pandeemia suunas mõlemad rühmad omavahel hoolimata varasemast isoleeritusest

rohkem kokku ja hakkasid rohkem tähelepanu pöörama lihaga seotud riskidele ja selle seostele

viirusega. Lõpetuseks on pandeemia suurendanud taimetoitlaste säutsude negatiivsust, mõjuta-

mata samas lihasõpru.

CERCS: P170 Arvutiteadus, arvutusmeetodid, süsteemid, juhtimine (automaatjuhtimisteooria)
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1 Introduction

1.1 Background

The fast spread and easy access to the internet have enabled everyone to connect to the global

network and join social media. Social media enables its users to generate content, share it on the

platform, and have discussions with other users. The highly interactive nature of social media

has pushed people to stay connected and share as often as they can. By publishing their content

or opinion, social media users willingly surrender their personal data and let the platforms store

and use it. This, in turn, has turned social media into a strong tool for collecting a vast amount

of data from all around the world.

Various industries have already realized and taken advantage of social media's potential. On

one hand, there are private organizations that use social media and its data for increasing pro�ts.

Social media has helped companies to have more communication channels, as well as is used a

tool for marketing, PR, and targeted advertising [1]. On the other hand, the social media data has

found applications in various academic �elds. Available literature ranges from simple studies

such as detecting tourism activity [2] to more complex research such as developing models for

detecting fake news on social media [3].

1.2 Social media, nutrition, and COVID-19

Among the social media data, posts related to food and nutrition habits have a quite signi�cant

share. The willingness of people to share information about their meals on social media has led

to the accumulation of quite large data. In fact, as of May 2021, there are more than 442 million

publicly available photos tagged as “#food” alone on Instagram and it will only keep increasing

[4]. Each of those posts contains a bit of information about the user. When used together, such

posts can help to discover eating habits, nutrition information, as well as a healthy or unhealthy

lifestyle of not only the individual users but also the location, region, gender, age group, and

so on they belong to. Therefore, social media data plays an important role in analyzing and

discovering the food and nutrition habits of its users.

With the help of social media, researchers have been able to collect food and nutrition

information from millions of people within a few months. A quick look at the related work

shows that there have been a lot of studies that have tackled this issue. Most of the research has

focused on collecting food and nutrition-related information from social media platforms like

Instagram, Facebook, and Twitter. Among the platforms, Instagram is the most used source for

research and analysis [5] [6]. Some studies have gathered Twitter data to discover the most-

used food-related hashtags and identify the most popular food based on each state in the USA,

along with creating a model that would predict obesity and diabetes rate based on Twitter data

[7]. Another work has also included the restaurants to the equation using restaurant type and

location data from Foursquare and discovered more on healthy/unhealthy eating habits [8].
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Meanwhile, there is not much work done on analyzing the pandemic aspect of food con-

sumption. As the world battles with COVID-19, more people share information regarding it on

social media. Although data on COVID-19 hasn't been unnoticed by researchers, studies have

only focused on using social media as a surveillance tool for tracking the pandemic [9]. Those

that have analyzed the impact of COVID-19 or any other pandemic on food have only focused

on production and supply issues. Their main focus was to determine how much a pandemic can

impact and endanger the availability of food. In the case of those studies, social media data was

not used at all [10]. In summary, the prior works show that the researchers have used social

media food data to analyze the healthy/unhealthy eating habits and to create various prediction

models.

1.3 The purpose of this thesis

As the previous studies have shown, the food related posts on the social media are aligned

with the regional health levels and people's food consumption patterns [11] [12]. As a result,

this study assumes that people's opinion on food re�ects their eating habits. This thesis aims to

analyze the impact of COVID-19 on changes in food consumption habits through the interaction

of people on Twitter. The main goal of the study is to determine how the opinion of people on

meat and plant-based food has changed after the pandemic hit. The study has gathered around

10 million tweets about meat and plant-based food from November 2019 to June 2020. The

tweets are divided into 3 periods: Pre-pandemic (November 2019 - January 2020), Transition

period (February - March 2020), and Pandemic (April - June 2020). Prior to analysis, the users

are categorized into Meat-lovers and Veggies based on the support/opposition towards meat

and plant-based food in their tweets. Then the study conducts both qualitative and quantitative

analyses on each time period and compares the results to identify changes. The study mainly

focuses on the changes in the popularity of the groups, the intensity of communication between

the groups, topics discussed within individual tweets, as well as network communities, and the

emotions expressed in the tweets.

1.4 Contributions of the thesis

The contributions of this thesis are two-fold. First, it aims to �ll the gap in the literature.

As mentioned in the section 1.2, the literature hardly contains any work on the impact of a

pandemic on food consumption habits. Additionally, there aren't enough studies that focus on

changes in people's food choices through social media. Thus, this research provides the missing

information.

Second, it creates a ground for further studies. The results of this study not only show

changes in people's dietary choices but also elicit patterns that are outside of the scope of this

research. For instance, by changing the scope from nutrition directly towards COVID-19, it's

possible to identify more behavioral changes re�ected in social media due to the pandemic.
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1.5 Structure of the thesis

1. Chapter 2 discusses the previous academic works on meat and plant-based diets, as well

as, using social media for analyses on health and nutrition.

2. Chapter 3 discusses how the data was collected and prepared for the analysis.

3. Chapter 4 contains the analyses and their results. Each subsection �rst describes which

analysis method is applied, then shows the results of the analysis.

4. Chapter 5 describes the key �ndings from the analyses, the limitations of this study, and

the recommendations for further studies.

5. Chapter 6 concludes the study.
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2 Related work

This chapter of the thesis discusses the academic literature on using social media platforms for

eliciting patterns on health and nutrition. Section 2.1 brie�y discusses the literature on meat

and plant-based diet. Section 2.2 focuses on using the social media data for detecting patterns

of healthy or unhealthy behaviors, as well as identifying the patterns of spread of information,

misinformation, and the interactions among the people who share such information. Section 2.3

shifts this focus onto information related to food and nutrition. While section 2.3.1 provides how

various social media platforms were used for nutrition-related research, section 2.3.2 discusses

how Twitter data was analyzed in previous studies.

2.1 Prior research on choosing between meat and plant-based diet

Although the academic literature contains an abundance of studies on consumption of meat and

plant-based food, there are hardly any studies that directly compare the both dietary preferences

and show a change in patterns. For decades, the scientists and researchers have mainly focused

on the bene�ts and harms of choosing one of the diets mainly through biological analyses. The

studies that have focused on the social aspect of it have mainly done it through surveys and

interviews. The main focus of such studies was to discover how the public understands the

bene�ts and obstacles of switching to one diet [13] [14]. In addition, there also are studies that

analyze the social media aspect of dietary preferences. However, such studies only focus on

what and how people are carrying out the spread of information through digital media channels

[15] [16]. The research does not analyze how successful social media is in affecting people's

dietary choices, nor if any changes have occurred.

2.2 Using social media for eliciting patterns related to health

As Web 2.0 became more popular, the social media platforms that provided the services also

became owners of the largest collections of data. This led to researchers gather a large amount

of data through various means, whether it's directly from the publicly available website or the

authorized use of the API. It enabled them to conduct analyses on various topics on a scale that

was not previously possible. Several years into the popularity of social media, researchers began

determining how viable source its data was for identifying health issues. Researchers Denecke

and Nejdl [17] directed their focus on health-related question and answer (Q&A) forums in

order to test the value of social media in their research. By analyzing the data from forums,

they quickly discovered that social media is able to provide health-related data on a much higher

scale compared to traditional surveys. This idea was further supported by Paul and Dredze [11]

who stated that social media data can be used to analyze allergies, obesity, and even insomnia

patterns.

The study conducted by Prier et al [18] widened the scope and tested the viability of a larger
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pool of data, Twitter. They came to a conclusion that social media is a potential source for

public health-related analyses, but with a caveat. The researchers argued that the related data

is not readily available. However, they provided that Natural Language Processing (NLP) tools

can be used to detect and �lter the required data prior to beginning the actual analysis. An issue

with such approach is the ability of a machine to understand written text. If this method is

followed, the results of the study will be as accurate as the reliability of the NLP tool. Aramaki

et al [19] used Twitter data to identify communications on in�uenza and identify the regions, as

well as communities that are involved in discussions. In addition, they have also mentioned the

reliability of NLP. Their conclusion was that, at the time, NLP tools were not enough to detect

sarcasm through text, which could cause inaccurate results in further research.

The previously mentioned literature played an important role in laying the groundwork for

future analyses. As the social media got more popular, it generated data on people from vari-

ous backgrounds and social groups on various health issues and behavior patterns. Using the

opportunity, researchers were able to identify patterns of drug use or vaccination through social

media. For example, Zhou et al [20] used Instagram data to not only determine the time and day

of the week for peak drug use but also detect the common interest among drug users. Mean-

while, researchers Betti et al [21] used social media data to identify whether parents followed

recommended vaccination schedules or not.

On the other hand, some researchers were not suf�ced with only identifying the health pat-

terns in individuals. The literature contains studies that analyze the bigger picture that shows

how people are grouped or divided, and what causes the divide. For instance, the studies con-

ducted on the measles outbreak in Italy [22] [23] discovered that there was a massive polariza-

tion between people who supported and opposed vaccination. The network of people showed

that people of each group are closely in contact with one another, and the center of the debates

did not only consist of scientists, but also politicians and activists.

Additionally, due to its public access and inadequate moderation, people are allowed to

submit anything they wish, even if it contains false facts. As a result, the misinformation causes

the polarization of people on issues like public health. However, using the same misleading

information, it's possible to �ght against it. For instance, Ghenai and Mejova [24] did not only

use Twitter to identify information on fake (scienti�cally disproven) methods of curing cancer,

but also applied NLP tools to determine their linguistic characteristics to create a prediction

model. The prediction model was able to analyze the texts on cancer cures and determine

whether there was misinformation.

Moreover, as the Web became more complex, the services started gathering more data on

people in different forms. For example, the data does not only contain what people share on

social media, but also which social media platforms they use, what type of content they consume

and what the topics of the contents are. All of these can be combined to create both individual

and mass pro�les for people and analyze various aspects of their lifestyles, including health. For

example, a novel approach was analyzed by researchers Araújo et al [25]. Instead of focusing
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on Facebook posts, their study analyzed Facebook Advertisement settings, which is based on

tracking individuals' online activity and offering them products they might consume. Using

such data, they were able to predict obesity rates on regional levels. Although this approach had

a great potential, the closure of Facebook API to the public has hindered the progress on it.

2.3 Using social media for eliciting patterns in nutrition

Nevertheless, the Web still has plenty of social media platforms where researchers can �nd

publicly available data. The researchers were not suf�ced with analyzing general public health

issues on social media and have used this opportunity to analyze a crucial part of public health

– nutrition.

2.3.1 Analysis of data from various platforms

Nutrition and food consumption are some of the overlooked topics hidden in social media data.

Social media users have provided information on their food consumption habits in various ways.

One of the simplest forms is food recipes. There are plenty of social media platforms that host

recipes provided by the users. These recipes do not only contain which ingredients go well

with one another but also show which region the dishes belong to. Researchers have used this

data to analyze mostly used ingredients and �avor networks and changes based on geographical

proximity [26] and to identify patterns and to predict nutritional values [27]. The study done

by Ahn et al [28] have discovered the differences between eastern and western cuisine in terms

of food pairing. West et al [29], on the other hand, discovered that holidays are when there

are major nutritional shifts. In addition, they have found out that majority of people that start a

healthy diet return to using the old, less healthy recipes within weeks.

Some social media platforms provide more complex datasets. Though they are capable of

providing previously mentioned results, such as �nding cultural boundaries of food consump-

tion habits using Foursquare data [30], more researchers have used them for more complex

analyses of nutrition and food consumption patterns. Among them, one of the most common

approaches is identifying which food people talk about and categorize the food into healthy and

unhealthy [6]. With the help of additional information such as national statistics, it is possible

to determine who tends to to speak about healthy or unhealthy food [8] [31]. On one hand, the

literature states that people living in areas with little to no access to affordable healthy food and

with high levels of obesity tend to post about unhealthy food [32], and people from low-obesity

areas tend to post more about physical activities [33]. On the other hand, the data shows that

people from the same regions who post more about healthier food receive more support (in

forms of likes and follows) [5] [34].
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2.3.2 Analysis of Twitter data

Although Twitter is not the �rst choice when it comes to sharing opinions on food, its vast

database also stores complex information useful for food and nutrition analysis. At the simplest

level, the researchers have used its data for pattern detection. For example, Kershaw et al

considered Twitter a “self-reporting tool” to identify nationwide temporal alcohol consumption

patterns across the UK [35], while researchers Widener and Li [36] and Gore et al [12] have

used the data to discover how positively or negatively people talk about healthy and unhealthy

food on social media. The latter study came to a conclusion that people from low-obesity areas

post happier tweets and mention physical activities often. In addition, similar to other platforms,

Twitter data is also used for discovering obesity patterns [37]. However, studies have not only

identi�ed the patterns, but also developed prediction algorithms that detect the regional obesity

level of the people by analyzing their tweets [7] [38]. Moreover, using the Twitter data, it is also

possible to identify how people's nutritional habits are affected by certain events. For example,

every year, National Eating Disorders Association holds an awareness week on Twitter to raise

awareness on this issue and educate people on healthier food consumption behavior. Though

the impact of the awareness campaign was previously unknown, researchers Mejova and Lledo

[39] have collected the tweets of affected people before and after the campaign and applied

linguistic analysis methods to determine how much their opinion, as well as eating behavior

has changed. Their conclusion was that the impact of government organizations and NGOs was

signi�cantly more than social media in�uencers.
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3 Data

This chapter of the thesis focuses on the data that is used for the analyses. Section 3.1 shows

how the data was collected and how it �ts the narrative of this study. Section 3.2 describes how

the data was prepared for the analysis. The preparation consists of two main tasks, cleaning

the data and generating new variables by applying algorithms and various logic on the existing

variables. The data preparation steps are written in the order they were done in.

3.1 Data Collection

The main data of this thesis is the tweets about food. The tweets were collected from Twitter's

Application Programming Interface (API) using a Python package called Tweepy. The program

written in Python ran from November 2019 to the end of June 2020 to retrieve tweets with

certain keywords related to food. The keywords are divided into 2 groups based on dietary

preference (Table 1).

Table 1: Keywords for collecting tweets

Veggie vegan, govegan, veg, veggie, vegetarian, nomeat

Meat-lover meatlover, meat-lover, beef, pork, chicken, mutton, steak

Overall, 8 months of data were collected for this study and it is divided into 3 intervals.

1. Pre-Pandemic: This period covers from November 2019 – January 2020. It refers to the

time when the general public was going on with their life as usual. In addition, it covers

two major holidays, Thanksgiving and Christmas, which are the times when people host

dinners and share opinions about different food and recipes.

2. Transition Period: This period covers from February - March 2020 . It refers to the

time when both people and governments started taking safety measures to prevent or

slow down the spread of the virus. The reason why this period takes 2 months in this

thesis is the speed at which people started accepting the seriousness of the situation. Not

all governments acknowledged the graveness of the threat at the same time, therefore,

different parts of the world went under lockdown at different times.

3. Pandemic: This period covers from April – June 2020. It focuses on the time when the

majority of the world was under some type of restriction. This includes the time when

people started paying more attention to their health and comparing this data against pre-

pandemic data can show how much the eating habits and the opinion of people on food

have changed.
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Table 2: Number of tweets after each step

Step Pre-Pandemic Transition Pandemic

Initial dataset 3924593 2101448 4016000

After removing keywords from usernames 2273230 1404596 2673771

After removing non-English tweets 2110307 1305750 2486074

Number of frequently posting users 201 154 229

After removing frequent users 2060224 1282385 2438619

3.2 Data preparation

This subsection gives a detailed description of how the data was processed. The number of

tweets remained after each step is shown in Table 2.

3.2.1 Removing irrelevant tweets

The text of the tweet contains various attributes, including links, hashtags, and the usernames of

mentioned people. In this case, if the mentioned users have the search keywords in their names,

then the program also considers such tweets as relevant and adds them to the dataset. In this

step, the tweets where the keywords are used in the mentioned usernames but not in the main

text are removed from the dataset.

3.2.2 Removing non-English tweets

In order to be able to apply text-mining algorithms such as sentiment analysis, topic modeling,

etc, this study only focuses on tweets in English. Twitter already provides the language in

which the tweets are. Using the provided variable, the non-English tweets are removed from

the dataset.

3.2.3 Removing tweets by possible bot accounts

In this study, a bot account is considered a user that tweets more than 24 tweets in one day.

Tweets are grouped by users and calendar days, and tweets of users who have posted more than

24 tweets in one day are removed from the dataset.

3.2.4 Categorizing the users based on dietary preference

To conduct the required analyses, the collected data was not enough. A key variable, Dietary

Preference, is needed to separate the Twitter users into 2 groups: people who eat meat and

people who don't. One way of doing it is dividing the dataset into tweets about meat and plant-

based food, then analyzing whether a tweet contains negative, positive, or neutral opinions on

the food type. While the dataset contains tweets about food, it does not specify whether the user
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talks positively or negatively about it. As a result, R library called Syuzhet is used for analyzing

the sentiment of the tweets. However, to perform the sentiment analysis, the text of the tweets

had to be cleaned from unnecessary attributes. Before the calculation of scores, these actions

were performed:

• Text was converted from UTF-8 to ASCII to remove non-standard characters

• White space was removed

• All letters were transformed to lower case

• Stopwords in English were removed

• Usernames were removed

• “RT” in front of retweets were removed

• Punctuation and digits were removed

• Links were removed

Once the sentiment score for each tweet is calculated, the tweets dataset is separated into

time intervals and topics. For example, the Pre-pandemic Veggie dataset would show tweets

about plant-based food in the �rst interval. Then for each separated dataset, sentiment scores

are grouped by each user and the average is calculated. Based on the score and which dataset

they belonged to, users were labeled Veggie or Meat-lover. Here are the cases:

• If User has an average positive score in Veggie dataset, and no score in Meat dataset,

then that user is labeled as Veggie. If his score was negative, then that'd make him a

Meat-lover.

• If User has a positive score in Veggie and a negative score in Meat dataset, then that would

make him Veggie and vice versa.

• If User has made positive or negative opinions on both types of food, then whichever is

the strongest would determine the preference. If the user has a 5.0 score in Veggie and

2.5 in Meat datasets, then that'd make him a Veggie.

• If User has a score of 0, but only tweeted about one type of food, then he'd be labeled

based on that type of food. The logic is that a person who posts a neutral opinion on

vegan food, then that person is more likely to be a vegan.

• If User has a score of 0 in both of the datasets, then he'd be identi�ed as true neutral and

be removed from the dataset. For each time interval, there are around 1500 true neutrals.
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Table 3: Number of unique users based on time interval and preference

Interval Preference Unique users

Pre-Pandemic Meat-lover 494159

Pre-Pandemic Veggie 505338

Transition Meat-lover 363463

Transition Veggie 356933

Pandemic Meat-lover 631554

Pandemic Veggie 589179

3.2.5 Predicting the users' gender

The genders of the users are not disclosed by Twitter. However, it's possible to derive the

gender using the �rst names of the users. R library called Gender, which has historical datasets

for prediction is used for this process. In this research, the US Social Security data from 1912

to 2012 is used to match the �rst names to a gender. The pro of this dataset is that it is able

to predict gender from names with non-European origins. The con of this approach is the

availability of the �rst names. Not all users prefer to use their real names, which makes their

gender unde�ned. In addition, for people with unisex names, the package may predict either

wrong results or no result at all.

Table 4: Number of unique users based on time interval and gender

Interval Unique users Females Males

Pre-Pandemic 1000929 201018 279781

Transition 721386 144824 196533

Pandemic 1222764 242110 330362
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4 Analysis

This chapter is dedicated to methods used for analyzing the data and the results of the analyses.

In order to maintain coherence, the thesis couples each method with its result, instead of having

separate chapters for methods and results. The chapter consists of 7 subsections where each

subsection is related to one type of analysis and the methods required to do it. Section 4.1

focuses on the popularity and positivity of users based on dietary preference and gender of

the users. Section 4.2 discusses topics of the tweets and the popularity of each topic. Section

4.3 visualizes the communication between users in the form of network graphs. Section 4.4

quantitatively analyzes the changes in the communication with random walks and supports the

results in Section 4.3. Section 4.5 further investigates the networks to determine communities

within them and topics discussed. Section 4.6 describes the emotions within tweets based on

dietary preference. Section 4.7 uses quantitative methods to calculate the shift in the positivity

of the tweets and support the results in Section 4.6.

4.1 Popularity of users

The popularity of users is measured by the average number of likes, replies, and retweets a

user has got while positivity is measured with the average sentiment score. Likes, replies, and

retweets variables exist in the tweets dataset while the dietary preference, gender, and aver-

age sentiment score of each user are available at unique users dataset created during the data

preparation step. To measure the popularity:

1. Tweets dataset of each time interval is merged with unique users dataset of the same

interval.

2. It is grouped by username, gender, preference, and sentiment score to calculate the aver-

ages of likes, replies, and retweets count.

3. The dataset is cleaned from outliers. To do so, observations that are above 99th percentile

are removed.

After these steps, the data is ready for visualization. They are visualized using the boxplot

function of the ggplot2 library of R. In this study, boxplot is used instead of mere average in

order to show a more clear distribution with the minimum, maximum values, and the inter-

quartile range. Additionally, since the datasets contain more than a million observations, the

Y-axis is shown on a logarithmic scale.

The results of the analyses are shown in Figures 1 - 7. An initial glance at the results shows

that, from November to June, there were either no or very subtle changes in the popularity and

the positivity of the users. Average like counts of meat-lover and veggie users have not changed

over time (Figure 1) while average replies and retweets received by meat-lovers seen a slight
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movement. Based on the inter-quartile range, meat-lovers have gotten slightly more replies and

retweets during the transition period, though, the results returned back to the status quo after

transition (Figures 2, 3). Average numbers based on genders show slight differences. The aver-

age number of likes was a little higher for females during Pre-pandemic and transition periods

but reached equal levels during pandemic (Figure 4). The average number of replies increased

slightly during transition for both men and women but returned to the previous state in the pan-

demic period (Figure 5). In terms of average retweet count, men had a slight advance in the

transition period only (Figure 6). Lastly, the sentiment scores based on gender and preference

show weak but noticeable trends over time. For females, the average sentiment score of veggies

has gone down a little during the pandemic despite being a little higher during the pre-pandemic

period, while meat-lovers have kept the same level. For males, while meat-lovers have always

had slightly more scores than veggies, the inter-quartile range for veggies has dropped over

time, similar to females (Figure 7).
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Figure 1: Average number of likes by dietary preference.

Figure 2: Average number of replies by dietary preference.

Figure 3: Average number of retweets by dietary preference.
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Figure 4: Average number of likes by gender.

Figure 5: Average number of replies by gender.

Figure 6: Average number of retweets by gender.
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Figure 7: Average sentiment score by gender and dietary preference. Top to bottom: Pre-

pandemic, Transition, Pandemic 21



4.2 Topics of tweets

The previous analysis focuses on the users and the changes in their characteristics. This sub-

chapter provides an in-depth analysis of the tweets, instead of the users. Speci�cally, it analyzes

what people were talking about during the 3 periods, and how popular were the tweets by

themselves.

This analysis consists of two main steps. First, the tweets dataset is divided into time inter-

vals and for each interval, topics are determined. To do so:

1. Using TM library, the cleaned text of tweets are turned into a corpus, a collection of

machine-readable text [40].

2. The corpus is turned into a document term matrix where each row is a tweet and each

column is a word. Every cell shows whether a word exists in a tweet or not.

3. To clear unnecessary information, the sparse terms are removed from the matrix. After

this, the matrix is ready for topic modeling.

4. With the help of the Topicmodels library, the Latent Dirichlet Allocation (LDA) algorithm

with Gibbs sampling is applied on the matrix to assign each document to a topic [41]. In

this case, the algorithm was programmed to sort the tweets into 5 topics for each time

interval.

Figure 8 shows the result of LDA topic modeling in the form of identi�ed keywords for each

topic of each time interval. Table 5 summarizes those keywords into topics. According to the

table, 3 topics repeat across the 3 time periods. These topics are:

• Animal-based food: Topics #1 in Pre-pandemic, Transition, Pandemic period

• Diet and health: Topic #3 in Pre-pandemic, #5 in Transition, #4 in Pandemic

• Plant-based food recipes:Topic #2 in Pre-pandemic, #4 in Transition, #5 in Pandemic

Table 5: Topics for each time interval

Topic Pre-Pandemic Transition Pandemic

Topic #1 Meat and industry Animal-based food Animal-based food

Topic #2 Plant food and recipes Vegan, right thing to do Doing the right thing

Topic #3 Diet and health Vegan and time of the year Food industry in pandemic

Topic #4 Vegetarian food Plant-based recipes Choice between meat and plants

Topic #5 Vegan food Diet and health Vegan recipes

The second step is to determine the popularity and positivity of the tweets and the topics

they belong to. To do so:
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1. Using the keywords of the 3 popular topics, tweets are �ltered into Animal, Diet, and

Recipe subsets.

2. Unlike the previous analysis, the scores are put on a histogram, using the ggplot2 library.

3. The Y-axis is in logarithmic scale (except for the sentiment), and the observations above

99.99th percentile are removed.

The histograms for each topic and time interval are calculated separately and merged based

on the topic. Each row shows a variable and each column shows a time interval (Figures 9 - 11).

According to Figure 9, the sentiment scores of tweets have changed signi�cantly over time.

In the pre-pandemic period, there were more than 300,000 tweets about animal-based food that

had 0 sentiment scores, while this number is a little over 30,000 during the pandemic. A look

at the X-axis shows that the scores have increased in terms of both positivity and negativity. In

short, people have started talking less neutrally about animal-based food during the pandemic.

Meanwhile, the popularity of these tweets has dropped signi�cantly as they have received fewer

likes, replies, and retweets over time.

According to Figure 10, which shows the statistics of tweets on diet and health, the majority

of the sentiment scores distribution falls between -4 and 4, and the number of neutral tweets has

increased over time. In addition, there is a slight increase in like, reply, and retweet counts, as

there are more diet-related tweets in the pandemic period with higher counts.

Lastly, according to Figure 11, the tweets about recipes have not experienced a change in

their sentiment over time. Based on the graph, both the numbers of tweets and the distribu-

tion range of pandemic results are almost the same as the pre-pandemic results. In terms of

popularity, there has been a slight decrease in the numbers.

23



Figure 8: Keywords for each topic. Top to bottom: Pre-pandemic, Transition, Pandemic
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Figure 9: Results of Animals topic.
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Figure 10: Results of Diet and health topic.
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Figure 11: Results of Recipe topic.
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4.3 Mention networks

Another way to visualize the changes in dietary preferences is to analyze the communication

between groups of people with similar dietary preferences. In this study, we analyze the mention

network which is based on users mentioning one another in their tweets. Speci�cally, the aim

of this analysis is to determine the communication between meat-lovers and veggies over time

and to �nd out whether one group became dominant or isolated or in direct communication with

the other.

In order to do so:

1. The data was prepared to �nd the mentions. A new dataset is created where each row is

one instance of mention. For example, if User A were to mention 3 users, there would be

3 separate rows for each mention.

2. The dataset is grouped by mentioning and mentioned users to �nd the weight of mentions,

in other words, how many times has one user mentioned another.

3. Mentions with weight less than 10 are removed to keep stronger bonds.

4. Dietary preference of the mentioning users are directly taken from unique users dataset.

5. Some of the mentioned users already exist in the main dataset, and their dietary preference

is also taken from the unique users dataset.

6. For mentioned users that has no tweets in the main dataset, a short python script is run to

retrieve up to 100 tweets in each time interval.

7. For the retrieved tweets, steps in Section 3.2 are run to �nd their preference.

Once both the users and mentions are ready, it is possible to construct some networks. The

networks are created using Gephi which is an open-source, free, and one of the most famous

network visualization programs [42]. For this analysis, the colors of the nodes (users) are set

based on their preferences. To make it intuitive, red represents meat-lovers and green represents

veggies. In some rare cases, blue represents true neutrals.

Initially, there are 2 networks: Pre-pandemic and pandemic (top left and bottom right net-

works in Figure 12). However, it is possible that those networks are not made of the same

people. To acquire more accurate results, the behavior of the same people needs to be found.

Therefore:

1. The users that make up the pre-pandemic and pandemic networks are put into a list.

2. Their tweets in the other 2 time periods are retrieved using the same python script men-

tioned above.
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3. Once again, steps in Section 3.2 and this section are run to determine the preference of

both mentioning and mentioned users.

4. Using Gephi, network graphs for Pre-pandemic and Pandemic users in other time intervals

are generated.

5. Network graphs are put together in Figure 12.

Although Figure 12 shows the change in two groups of people, it is not possible to draw a

conclusion. To avoid confusion, the networks of respective time periods need to be merged:

1. For each time period, the users and mentions datasets are joined and the duplicates are

removed.

2. The mentions in the mentions dataset are once again grouped and the weights are summed

to remove duplicates and show �nal weight.

3. Using the igraph library of R, the network datasets are analyzed and the 10 central nodes

are found for each network.

4. For every central node, a manual search of their Twitter pro�les is done to determine their

profession or role and the result is added to the label variable. The centrality of the nodes

is used to determine who are the most in�uential in the �ow of a network

5. The datasets are fed into Gephi and the results are merged in Figures 13 - 15.

According to Figure 13, meat-lovers and veggies were mainly homogeneous groups, with

meat-lovers being a little more in contact with veggies. The central nodes of the network consist

of mainly political activists, while a fashion stylist is a central node for the meat-lovers. The

patterns of homogeneity can also be observed in Figure 14, which shows that the isolation

of the groups has reached its peak during the transition period. During this time, there was

a dietitian and the same fashion stylist among the central nodes. Lastly, according to Figure

15, the communities became more heterogeneous during the pandemic period. Additionally,

similar to previous periods, central nodes are mainly activists, with some nutritionists among

them. To put it simply, based on the Figures 13 - 15, meat-lovers and veggies were relatively

isolated groups of people before the pandemic and during the transition period. A signi�cant

level of communication between them is not observed until the pandemic period where people

were under lockdowns and quarantines.
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