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A Literature Review on Predictive Monitoring of Business Processes
Abstract:

The goal of predictive monitoring is to help the besmachieve their goals, help them take
the right business path, predict outcomes, estindgévery time, and make business
processes risk aware. In thigesis we have carefully collected and reviewed in detail all
literature which falls in this processining category. The objective of theesisis todesign

a Predictive Monitoring Framework anclassify the different prediste monitoring
techniques. The framework acts as a guide for researchers and busRessachers who

are investigating in tkifield and businesses who want to apply these techniques in their
respective field.

Keywords: Prediction, Process mining, Business Process, Predictive Monitoring
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Kirjanduse Ulevaade ariprotsesside ennetava seire kohta

LUhikokkuvote:

Oleme labi vaadanud mitmesuguseid ennetava jalgimise meetodeid &ariprotsessides.
Prognoositavate seirete eesmark on aidata ettevotetel oma eesmarke saavutada, aidata neil
votta dige ari, prognoosida tulemusi ja aega ning muuta ariprotsessid riskantsemads. Antu
vaitekirjaga oleme hoolikalt kogunud ja Uksikasjalikult [&bi vaadanud selle vaitekirja

teemal oleva kirjanduse. Kirjandusuuringu tulemustest ja tdhelepanekutest lahtuvalt oleme
hoolikalt kavandanud ennetava jalgimisraamistiku. Raamistik on juhendikétettde ja
teadlastele, teadustdotajatele, kes uurivad selles valdkonnas, ja ettevotetele, kes soovivad
neid tehnikaid oma valdkonnas rakendada.

Voétmesdnad:Prognoosimine, protsessi kaevandamine, ariprotsess, ennetav seire
CERCS: P170
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1 Introducti on

Process mining is an important branch of data mimuhich deals with mining of logs
related to workflows, events, businesses processes and control Abbwgpcoming and
latest trends in technology have one thing in common and that isTlogsart of process
mining takes up raw data from thdegsand converts them into valuable information. The
process mining technigaewvith these logs as inputan detect, \gpport andpredict future
business process@wer the last decad is very common to find event logs generated from
informationsystems. These events logs carmcdsesidered aa gold mine of data, providing
valuable information in the form of detailbdtoricdata. The techniques devised to extract

information from thesedata sourcearek n o wn as @ P r RracessNbingghowsi n g o .

ways to discover, monitor and improve processes in a variety of way.

The first kind of process mining is Discoverydfscovery technique takes an event log and
generates a business model based on the log without any apriori inforrhh&discovered
model is typically a process model (e.g., a Petri net, BPMN, ER@\aractivity diagram)

[1].

o) sy | =)

Figure 1 Discovery input and outpyt]

The second kind of process mining is Conformance. This technique checks by comparing
the process model to the event log. The technigplgs to understand whether both the
model and the log align with each other. The output of this technique is asvangpent or

an extended model.

event log |:[> conformanca . .
| | = ()

Figure 2 Conformance input and outpyi]

The third kind of technique is the Enhancement. This technique aims to improve the business
process model by using existing infwation derived from event logs.

event log
:D enhancemsant I::} new model
model )=

Figure 3 3Enhancement input and outgd]

This Thesisfocuses orpredictive analytics in business procességh is an enhancement
technique in Process minin@redictive process monitoring uses data mining, machine
learning and statistical techniques to pregleious business process related information.
Predictive process mining can be usetbtecast, alert and possibly change the direction of
the business process for a positive outcodngoad amounbf literaturehas been published

in this field, in a wile domain of businesses ranging from healthcare, logistics to modern
IoT based devices.oday business scenarios neegbttedict Predictiveanalytics can help
predictwhether a business scenario aktavill complete successfullywhat next steps need

to be taken to finish a particular taggtompletion time of a particular business process or the
risk estimation associated wittbasinesgrocessin the logisticandustry, the client seeks
information pertaining to delivery dates, in hospitals doctoesaffective treatment paths

of successfully treated patients to treat new patients. In airline industry process mining,
could help detect Aino showO passengers

an



customers. In modern 10T basddvices predictive praess mining could help devices
predict failures, serviceequirementsand device maintenance in advance

This Thesiswork is dedicated t@ literature reviewof predictive monitoring of business
processes, which includes predicting the process outcayas times, process paths and

risk estimations.A systematic literature review was conducted, based on which the
categorization and classification of predictive processes were done. Once the literature
review and classification were completed, basedtlum data derived we created a
framework. The purposef the framework is to help create a platform to help future
researcher businesses about the current progress in this field and use it to enhance the field
further.

The Thesisis stuctured as follows.n Chapterl.1 the problem statement is presented. In
Chapter2 the adopted research methodology is introduced and in the follakiBygter
Chapter3, a conceptual foundation is prepared, to prepare the readers for the chapters to
follow. In Chapterd, we study in detail the literature collecteshdsummarze the findings

in a table In Chapter5 we design the Predictive Monitorirfgramework;the framework is
introduced and discussed in detail in this chapter. In Ch&ptex define the threats to
validity and in Chapter we conclude.



1.1 Problem Statement

Currently there is ggoodamount of literature dedicated to Predictive monitoring of business
processesSometimes it gets confusing for process mining useenabyze and conclude

which technique best suits their requirement. The literature reviewed in this paper show
multiple papersvhich show different categories of prediction and under different contexts
and domain. In these proposed predictive monitoring techniques, the kind aftipredi
appears to be the same (outcome, time, path, risk) but the approaches could be different, i.e.
a different statistical or machine learning algorithraybein use enhancing the previous
version, an extra information found in the logs which had bedtteaivbefore may have

been used now making the accuracy even better, maybe the approach is entirely the same
but the output has been presented using metrics which make more sense.

Hence the main goal of thEhesisis to generate a framework which couldséa classify

each reviewed literature belonging to the field of predictive monitoahdusiness
processesSecondly we need todistinguish each reviewed literature based on a set of
attributes These attributes answir the question, which techniqueutd be best applied
when.These goals will be addressed by the following Research Questions to which we seek
answers in thighesis The first research question we present is the most important, it is very
important for us to review the literaturehard and conclude, under what broad categories
can we classify the reviewed literatufes we intend to classify the literature based on kinds

of prediction we need to find the categories of prediction. This leads to our first research
guestion:

Research Quion 1(RQ 1): What aspects of a business process can predictive monitoring
predic®

The secondresearch question deals with the application of the proposed technitpees.
application can be related to the domain or industry it is being used, whetteeistaay
implementatiorof the proposed technique

Research Question 2 (RQ Blow is predictive monitoringurrentlyapplied in the industry?

1.2 Contribution

The main contributions of thiBhesiscan be listed afirst, a systematic literature review of
predctive monitoring techniques in business processesnductedSecondly, based on the
literature review,the prediction monitoring approaches are classified and finally
Predictive monitoring framework is designed to help businesses navigate antfarsatdi
prediction techniques based on their requirement.



2 Rsearch Methodol ogy

The goal of thisThesisis to define a framework for the Predictive monitoring of business
processes thus allowing the systematic comparison of new and existing predictive
monitoring approaches under a common guideline.

The real task in this approach is divided into fsi@ps As described ifrigure 4.

The methodology has beenvided into four main phases: {i Predictive Monitoring
Technique Protocol (i Predictive Monitong Technique Elicitation (iii) Predictive
Monitoring Techniqué.iterature Review (ivPredictive Monitoring Technique Design

The first phase is the protocphase,the Systematic literature review is guided by
Kitchenham in2]. Any literature review starts with a planning phase. Planning is done by
establishing a protocol which defines the basic structure to carry out the whole systematic
literature review. The protocol also defines basic guidelines which need to be nemintai
throughout the review phase. The main questions to be answered in the protocol are as
follows:

1. Objective: The research goal or focus is expected to be defined here. What the
research expects to be answered at the end.

2. Keywords and Synonyms The main tems that will be used throughout the

research. These terms will be used to extract data from electronic databases.

Source Selection Criteria SelectionWhy certain sources of data have been chosen.

Source search methodsg=rom where the sources have beamtdied.

Source List List of sources

Study Selection Criteria Criteria that were used to filter out literature.

o0k w

The second phase is the Elicitation phase. The elicitation phase cons{gtsstoidy
identification. (ii) study selection phase (iii) exdt@n of the literatureln the seconghase

all the literature related to the study is identified from all the sources, this is followed by the
first selection phase in whidhe literature is filtered based qust the keywords and the

titles of the lterature. This phase is followed thye extraction phase, in this phase further
filtering is done based on the abstract described in the literature. If a decision could not be
made by reading the abstract, the literature is read in detail.

This is followedby a systematic literature review which is describe€ivapter4. The
literature review helps in categmng the predictive techniques whibklpin solving RQ1

Followed up with the PMT Design Phase, in the desigasea Predictive Monitoring
Framewok is built. The frame work helps in evaluation and comparison of existing
technique. The phase has been proposed in respoR§2to

Once the protocol has been set in phase 1, followed by literature selection in phase 2, the
literature review is done in pBe 3. Based on the findings and observations in phase 3, a
framework is prepared in the fourth phase for evaluating various features of each technique
described in reviewed literature (Phase 3). The finding of phase 3 is presented using the
framework deifned in phase 4, which is the final goal of Teesis



| PMT Literature | | PMT Design

+ PMT Protocol PMT Elicitation ' Review

Predictive
Monitoring
Framework

Systematic
Literature :
Review

Protocol Study Selection

Y

: Definition b Identification phase

Figure 4 Research Methodology
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Now we introduce each section of the ReseMethodologydefined in Figure 4 in detall

and in relation to th€hesis The subchapteé?.1and2.2discusses in depth about the protocol
defined to carry out thi$hesisresearch and how the elicitation phase of the research was
carried out. SectioA.3and2.4give a brief introductiono their specific chapters which are
discussed in detail as tAdesisprogresses.

2.1 Predictive Monitoring Protocol

In the protocol phase, the following details were defined to create an initial platform for
literature selection and extraction. The inforratdefined below form the basis for this
literature review.:

Objective: The objectiveof this Thesisis to create a fragwork for the evaluation of
predictive monitoring techniques in business processieg process mining. A framework

Is established toagry out this evaluation. The framework enables categorical classification
of predictive monitoring techniques.

Keywords and Synonyms

To beginthe searchfor relevant published papers it is necessary to identify the correct
keywords. We identified 4 sh keywords which are very appropriate for dtesistopic.

Some keywords could have different forms of the same word, it is necessary to include them
as well.

1 Predictive

1 Prediction

1 Business process
1 Process mining

Source Selection Criteria SelectionSources which are frequently used and contans
good amount of research papers published in the field of computer science, machine
learning, business processes or process miMugiple electronic databases were used to
cover the maximum available reseapdpers published which are relevant and related to
our scope of research

Source search methodsThe source for thi$hesisis primarily Electronic databases.
SourcelList:

All the electronic datadses which are well known and gaedevantsearch resultsased on
our keywords have been included in this paper.ddiabasemcluded are

1 Scopus

1 Springer

1 IEEE

1 Science Direct
T ACM

Study Selection Criteria

The criteriads which decide whether a part.i
exclusioncritem 6s are as foll ows:

1. Length of literature should not be less than 6 pages

2. Literature should not be a conference paper.

3. Literature should not be short paper or position paper.

4. Literature should propose a prediction technique, model or enhancement in process
mining.

13



2.2 Predictive Monitoring Elicitation

The Elicitation phase of the Predictive Monitoring Technique starts with the Studies
Identification phase.

2.2.1 Studies ldentification Phase

In the study identification phase, keywords defined in the protocol phassed to create
regular expressions and extract results from the source list identified in the protocol phase.
The Boolean expressions developed for extraction of literature imhkssis as follows:

("predictive” OR "prediction”) AND ("business prexs" OR "process mining")

Each part in the above Boolean expression surrounded Ify syebol is itself a Boolean
expression consisting of synonyms, acronyamslabbreviations

Electronic databases are the primary sources of relevant material. Vibeddexpression
was used in the electronic databases identified in the protocol phase to extract relevant
results. The result is as follows:

Studies Identification

130, 14%

3,0%

= Scopus = Web of Science = ACM = |EEE

Figure 5 Graph showing the distribution of identified study sources

A total of 929 reults were extracted frobelectronic databases. Scopus contributed to 66%
of the results with 611 papers, followed by Web of Science with 185 papers which
contributed to 20% to results and finally ACM provided the rest of the 14% papers i.e. 133
papers3 papersvereidentified from IEEE as well.

2.2.2 Selection Phase

In the selectiophasethe identified papers are started to be filteredhisphasefiltering

is done based on the title of the paper, the keywords relevant to the paper, and the abstract
of the paper. During thiphase if the keyword of the paper contains terms like process
mining, business process, predictmedeling the paper isccepted. Thétle of the paper

also giveanuchrequiredinformation, what the paper is proposing, whas predicting. If

the paper proposes relevant required information, then it is accé@piednain reason for
rejection is not following the literature selection criteria which have been stated in the
previous chapter.

14



After the initial round of filteringn this phaseusing title and keywordshe literature list is
further filtered by thoroughly reading thbsdract of the pap@ndthe Introductionsection

If the information is found relevant in terms of duresisguideline, then it is accepted else
rejected.

Selection Phase Statistics

= Rejected = Accepted = Duplicated

Figure 6 Literature selection phase

According to the chart shown in Figure 6, 78% of the literature gathered thhem

identification phase werejectedn this phaseand only 12 % of the literatuneasaccepted.
The

2.2.3 Extraction Phase

In this stage, all the 96 papers, which were selected in the prevames 8te literature list

is further filtered by thoroughly reading the abstract of the paper and the Introduction
section. If the information is found relevant in termf our Thesisguideline, then it is
accepted else rejected.

Extraction Phase Statistics

4, 4%

= Accepted Papers = Rejected Papers = Duplicate

Figure 7 Extraction stage statistics
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According to the final statisticeut of a total of 96 papers, $hpers were accepted for final
evaluation andbl papers were rejected as they were failing to follow the guidelines
mentionedn our protocol Figure 7shows the final results of this stage and phase.

REJECTED PAPERS IN EXTRACTION
PHASE

m Reason for Rejection

18

o
—
(o))
[ee]

PAPER DOES NOT SHORT CONFERENCE LENGTH OF NOT AVALIABLE
PROPOSE ANYAPER/POSITION PAPER PAPER LESS
PREDICTIVE PAPER THAN 6 PAGES

TECHNIQUE IN
PROCESS MINING

Figure 8 Summarizing accept and reject reasons of papers in extraction phase

In the extraction phase as mentioned earlier, the papers were furthed filkégure 8 clearly

shows the reason for the rejection of literature and the frequency of their occurrence. As the
graph indicates, the majority of the rejections were due to the fadttbpgperisted were

short paper or position papers. Thesalkinf paper were consideradfit for this Thesis

The secondommonr eason was that the paper didndt p
technique. Literature which belonged to the category of conferencewwagpaso rejected.

Papers which were shortthan 6 pages were considered ineligible as it was observed they
containedlimited information. It was also found certain papers which fulfilled all other
requi rement s, coul dnét be accessed for rea:i
well.

2. inaeture Review

The literature review is the third phase of the research methodology. ph#sea total of

41 papers which have been filtered in the Elicitation phase are studied in detail and a review
of the literature is done. The literature reviewusses primarily on the main concept
presented in the paper which includes the technique proposed in the paper, the
implemenation of the proposed techniquis validationand output In this Thesis the
literature review has been presented in Chafit&very sub chapter is followed up by a
summarization tabldor easy analysis of the papdmng discussed.

2.4 Predictive Monitoring Framework

The Predictive Monitoring Framework is the main contribution of Tiissis Once the
literature has been reviewed,is carefullyanalyed and clustered based on its common
properties. Based on the clustering a framework is presented. The framework allows
businesses and researchers easy acceasatge and utilize the predictive techniques
published till date. The &mework is present in Chapter

16



3 Conceptual Foundati on

Before we dive into the literature review section of Tikesisit is very important for us to
understand some basic underlying concepts which will help understand tteptsoand
techniques presented in the chapters following this. In dhépter,primarily we have
discussed basic conceptdated toBusiness Process Management, Proddissng, and

certain important Machine Learning Techniques.

3.1 Business Process Manageme

This Thesisis related to helping businesses improve by using predictive business process
techniques. Hence it is important for us to understand the underlying concept of Business
Process Mnagement and itdecycle.

BusinessProcess Management (BRN& the art and science of overseeing how work is
performed in an organization to ensure consistent outcomes and to take advantage of
improvement opportunitieg3]. BPM could help in reducing costs, execution time, error
rates and so oA process in a Business process consists of ewamtigities and decision.
Improving a business process is not about improving a particular activity or task but the
entire process itself.

A business is a collection of sequential logicabsterhich ultimately aim to serve goods or
services to the customer. A business process management approach focussed on managing,
analying and optimizing all aspects of an organization with the wants and needs of the
client. All the tools that support BPEre known as Business Process Management System.
BPM lifecycle consist of four phases:

Model: High-level diagram of the business process and the possible flows (BPMN,
UML).

Assemble: Model designed is developed, tested and configured.
Deploy: Modelled bisiness process is deployed on BPMS engine.
Manage: Deployed processasalyedfor potential bottle necks.

BPM Lifecycle

The BPM life cycle as the nanseiggestss the series of events that take place to improve
the business process. A BPM processsdaot start from scratch i.e. initially the problem is
identified, followed by identifying the range of issues it could cause.

The BPMlifecycle starts by identifying the processes to the problem and then identifying
the relation between these process@se purposeof engaging in BPMlfecycle is to
consistently deliver positive outcomes and deliver maximum value to the organization in
servicing its clien{3].

17



Secondly, the performance measure of the business procesassired, whickanalyes
whether the business process is in good shape or bad shape. Cost related measure is one such
measure

Process
identification

Process architecture

Process
discovery

Conformance and
performance insights

As-is process
maodel

Process
analysis

Executable Insights on
process weaknesses and
model their impact

Process Process
implementation redesign

Figure 9 Business Process Lifecy¢®]

Process
monitoring and
controlling

To-be process
madel

which could be used for this kindf analysis. Another measure is thiene-based
measurement for example cycle time. And finalhe quality measure also adds to the list
of recurrent classes which analyses whether a business is in good shape or not.

Process discovery (also called-&s processmodeling: As-is models are created to
document the current state of the business process

Process analysisThe asis models created in the above stage are cleawdyyzed in this
section.The problems related to them are identified and documented. These issues are
ordered per their impact on the business and the efforts required to résoive t

Process redesign (also called process improvembnthis phase changes required for the
process aranalyed and their performance measures are compared. Process redesign and
process analysis go hand in hand. A&model is generated at the emdhis phase.

Process implementatiom this phasethe business model is implemented, there by moving
from the ass model to implementing the-tme model.

Process monitoring and controllingn this phase, the data associated with dbeve
implementedprocess are collected arahalyed determining how well the process is
performing with respect to its performance measure and objectives.

3.2 Process Mining

As we alreadylearred the main concept involving business processes and the business
process managemerit is time to look into Process Mining. Procdskning involves
extracting valuable information from logs generated by business processes.

Processnining whose goal is to discover, monitor and improve providing techniques and
tools to extract knowledgiEom event logd4]. The goal of process mining is to extract
information from transaction lod®]. In [5], process mining could be expressed in three
different perspecties,

1. The process perspective (How?)
2. The organizational perspective (Who?)
3. The case perspective (What?)
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The process perspective looks into the control flow i.e. how a particular task is achieved, the
series of tasks involved and so on.

The organizational pspective considers who is involved i.e. it could be the originator of
the task. It also looks into people and their role in the organization.

The case perspective takes into consideration the properties associated with a case.

In Figure 10, which is extracted from the Process Mining Manifesto clearly illustrates
different taskssteps and activities involved in a process mining technique. The process
begins with extracting data from the event logs, followed controlft@aelingand process
modelingand operationadupport.

Stage 0: plan and justify

understanding of the understanding of the
available data domain

Stage 1: extract

C > -
3

Stage 2: create control-flow model
and connect event log

redesign

S — 3
control-flow model

Stage 3: create integrated process
model

»[ adjust ]

= .mie ]

Stage 4: operational support support ]

interpret

-

current data process model

Figure 10 Workingof a process mining techniq{
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Event Logs

An event log is a series of data sorted by order of timestamp as shbBignr@ll. The data
generally consists oftamestamptrace id which acts as an identifidrtioe trace associated

with the event, the name of the activity associated with the event. In simpler terms, an event
log is a sequence of events sorted in ascending order by their tim¢gtamp

case id

activity id

originator

Limestamp

CHsE
CEsE
CHSE o
CrsE
CHSE
CESE
CHsE
CHSE
CHsE
CHSE
CHSE
CESE
CEsE
CHSE o
CrsE

CELSE

am o £4 L0 = da DM bI BI e b e == L8 L4 b

CHSE
CHsE
CESE

1

= 4n

activity J
activity

activity
activity
activity
activity
activity
activity
activity
activity
activity
activity
activity
activity
activity
activity
activity
activity

activity

oCoEHEOooODo =0

John
Johin
Sue
Carol
Mike
John
Mike
Sue
Johin
Pete
Sue
Carol
Pete
Sue
Pete
Sue
Clare
Clare
Pete

09-3-2004:15.01
O9-3-2004:15.12
O9-3-2004: 16.03
0-3-2004: 16.07
0-3-2004:18.25
10-3-2004:9.23
10-3-2004:10.34
10-3-2004:10.35
10-3-2004:12 .54
10-3-2004:12 .50
10-3-2004:13.05
11-3-2004:10.12
11-3-2004:10.14
11-3-2004:10.44
11-3-2004:11.03
14-3-2004:11.158
17-3-2004:12.22
15-3-2004:14.54
19-3-2004:15.56

Figure 11 An example of an event |{fg]

Predictive Process Monitoring

Data extracted from event logs can be practically usedsdoious predictive activities.
Prediction based on process mining is an extensively used part of process Asning.
Thesis is about Predictive monitoring, it is important for us to understaat prediction

or predictive nature is and understand it with respect to our Thesis.

In business processedjet effectiveness of a manager@écisionmaking response to
variation in the environmerdepends on the extent to which it can reduce the ingfact
uncertainty through forecasting. A predictiam process minings driven by machine
learning and data mining techniques. These predictions are fuelled by data collected over a
long period anérenow being used to predict the future in different sdesam this Thesis,
we talk about such predictions in the field of process mining.

Process mining generally helps prediet performancef the business operatiaetime
required to complete a particular task, activity or operation. It helps pmdxmes of a
task and irturn, guide the business operation to help it reach its goal. Qtédictiorsthat

could be met are deadline violation predictions, completion time and next step prediction.

Predictions could be done offline and online. Préoinst can be done during runtime using
the operational support capabilities of process ming.n c e

computing power is available, it is possible to compute in real time. There are three
operational activities in general, adided in Process Mining Manifesfa]:

Detect As soon as a running process deviates from its actual path an alert is set off.

n

todayods

Predict: Historic data extracted from event logs auedto build predictive models,
which helpin making predictions like completion time outcome amongst others.
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RecommendBased on the predictions made, a recommendation model proposes
actions to reduce cost or shorten flow time.

All the above activities are performed in offline fashion i.e. the protwes®es not happen

in reattime. On the contrary Operational Support provideschniqueto monitor business
processes in real time i.e. Online. Assuming a process model generated from an event log
and a partial trace, operational support techniquesi dmultilized for detecting deviations

at runtime, predicting remaining processing time (Predict) and recommending the next
activity (Recommend}y].

3.3 Machine Learning Techniques

Now that we have understood basics of Processnigjnt is time to focus on the various
machine learning algorithms that are used in Process Mining. It is important to understand
the underlying principle of these algorithimsrderto comprehend theechniques better.

Linear Regression

It is the functim of the statisticalrelatiorshipsbetween variables so that one can predict
from the other.

yi = bo + bixi + g
bo

b, - Slope Parameters X Yj=measured value
€ =Residu

In a Linearregression there are only two variables involved. Linear regression helps us to
find the relationship between the two variables. In other words, there is one dependent
variable and one independent variable. The relationship between the two is established using
Linear Regressiof[¥].

Multiple Regression Analysis

Multiple Regression Analysis is a statistical tool helping us to understandlgtiership

between multiple independent variables and one dependent variableh®nelation with
dependent variables is established, it could be used to make much more accurate predictions
relating them.

YO = 1X1+bBXeb

Y @ this is our dependent variable.

Xi T this is our independent variable.

a-the fiYept. i nterc

biT the change in Y for each incremental changeiin X
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Decision Tree

A decision tree is a set of nodes consistingoot nodesand leaf. The root node ke top
most node of the tree and leaf nodes are the nodes at the bottom of the tree.

Eooty

Nodes¥

| || || [ Leafi

Figure 5: An example of a decision tree

Time series

Time series is the measurement taken over a period of time for a particular event or activity.
KPI (Key performance indicators) components can be observed using time series. The series
could observe long ter, seasonal or periodic pattern.

Sequential Pattern Mining

Sequential pattern mining deals with data represented as sequences (a sequence contains
sorted sets of item§3]. Let us assume we have a database of customers taiiogjowing

columns: id, booking time, item purchased, amount. Here, each transaction consists of a set
of items. And each sequence is a set of transactions ordered according to the timestamp. For
decisionmakingpurposesit is required to obtain seques with similabehavior

Trace Clustering

A trace Trcan be defined ag,collectionof all the events having the same trace id, where n
is the number of events (e).

In trace clustering method, divide and rule approach is applied. It is dependesétoof a
profiles, each measuring number of features for each case from a specific perspective.
Depending on these feature matrices generated, various distance metrics are applied to
compute any two cases in the log. It is followed by the applicationdafta clustering
technique to group closely related cases into suf@ets

Predictive Clustering Tree

A predictive clustering approacis a clustering approacWwhere in which, once for a
particular event its associated clustediscovered, the prediction for a new instance is
dependent on an assignment function which evaluates to which cluster the new instance
belongs to. It is believed higher similarity between the instances of the same cluster could
help form a more accurategglictor. In a predictive clustering tree, the assignment function

is encoded by a decision tree.

C4.5

This algorithm constructs a classifier in the form of a decision tree. C4.5 takes in classified
data and predicts the cuppase satasebf newdorn hames o mi n g
with data related to their height, weight, heart beat and various other factors. We need to
predict whether the new born is healthy or not healthy. C4.5 has two classes healthy or not
healthy. C4.5 is told the class feach new born in the training dataset. Now, using the set
of attributes and the new born babyds corr
which could predict a new born babyés cl ass
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Sliding Window

A sliding window in simple words distinguisheecent data from the past data. It is defined
for data stream mining and is similar to Firsfinst out data structure. When an evens
acquired and inserted in the window, the latest egenis discarded. w is the size of the
window [10].

[ —> I
I —>8 I
| el—>a4 |
2—>8 |
| 83—>86 |
Figure 12 Sliding window moddL0]

K means algorithm

It is a clustering algorithm which creates K group®slgiect such that object belonging to

the samegroup are similar in nature. It is basically presented in a multidimensional space,
where multiple objects arergsented using the x and y coordinatiedtially, K points
(centroid) are picked to represent the K clusters. Now, every other point picked will be close
either of the K initial cluster points (centroids). The centroids are then calculated again based
onthe new points added. This process continues until all the n points are added. K means
generally has issues with outliers and the initial selection of cluster centroid.

Support Vector Machines (SVM)

An SVM is a classifier which classifies data in 2 dimens using a hyperplane. An easier

way to understand hyper plane will be the ball classification example. Imagine a table with
red and blue balls spread randomly without much mixing. In such a scenario, we can use a
stick and classify the balls into twaaskes. The balls here represent the data points, black
and blue are the two classes and the stick is the hyperplane which is a line in this case. Now
imagine if the balls were too mixed, then it is not possible to classify them using a simple
line. In thissituation, imagine throwing all the balls in raér and then classifying them

using a sheet of paper. This is SVM in 3 Dimension, the paper acts as the hyperplane.

KNN Algorithm

KNN or K Nearest Neighbour is a supervised classification algorikiNi. caries out the
classification process in a few simple steps. It starts with storiniglleéedtraining data.

Now when the unlabelled data is provided for classificationkie algorithm first looks

for the k closest training data point also known as&emneighbor Secondly, using the

neighbodb s cl asses KNN c Ithe saseoff contirsiousn date Eudlididana . I n
distance metric is used and for discrete data hamming distance is used for measuring the
closest class distance.

ANOVA

ANOVA stands Amlysis of Variance. It is a statistical technique whiobmpares
differences of mean both among and within a group. ANOVA searches for data variations
and where it is found. More specifically ANOVA compares the amount of variation within
and between groupt is used in experimental as well as observational studies.
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Ant Colony Optimization

The Ant Colony Optimization (ACO) algorithm as the name suggests is inspired by ants.
The ants as they finthe shortesipath to a food source they leave a substancevkrasa
pheromoneindicating to other worker ants to follow which path. If thisreore than one
track, the track with more pheromone is chosen. This biological technique wassased
underlying principle fothe shortespath algorithm by11].

3.4 Other Important Terminologies

There are some importaterms that have been used regularly in the following chapter. It is
important to understand these before we move forward.

Service Level Agreement

A service level agreement ismdoactually binding agreement between a service provider
and a user. It i s essential that SLAOGs are

Petri Nets

A Petri net is acollectionof directed arcs connecting places and transition. Each place can
hold a token. Petri nets arsad in wide variety of fields like office automation, workflows,
manufacturing, programming language, network protocols, real time systems etc.

o—{F—O

P1 T1 P2

Figure 13 An example of a Petri Net

In Figurel3 an example of &etri net workflow is clearly shown. In this P1 is a¢sawith
a token, T1 is a transition between P1 and P2. When transition T1 is fired token from P1
moves to P2.

YAWL

YAWL is BPM/Workflow systemconsisting of a powerfunodelinglanguage. YAWL
helps in data transformation and in full integration with orgatiwnal resources and
external web services.

KPI (Key Prediction Indicator)

KPI refers to the 4 primary factors which evaluate the performance of a business. These
four factors involvedatost qualityservice and speed.

Costis the expenditure involved carrying out the business operation.

Quality refers to the value of service provided. If the services being offered and
giving the expected results.

Servicerefers to the kinds of facilities provided in a business activity.

Speedif the business is m8eg its requirements at a pace which is relevant to its
needs.

These 4 four factors act as the basic prediction indicators.
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4 Literature Revi ew

In this chapter, we study in detail tpaperdisted in the literature list that wgenerated

after rigorousiftering in section2.2 This chapter has been divided into various categories

of prediction based on our study. The literature has been divided into mainly 4 categories (i)
Time-basedprediction (ii) Process path predictiom)(iOutcome prediction and (iv) Risk
Prediction. A detailed introduction regarding each prediction category is provided at the
beginning of each predictianorderto make the reader understand better. Eac prediction
category has two subchapters (i) Litera Study and (ii) Literature Summary. The first sub
chapter ALiterature Studyo provides a det a
particularc at egor y. The second s providbsaap éxeellentin Li t e
overview of the literatwe study in a tabular manner, easy for the readers to go thrbugh.

concepts and technique®entioned in this chapter have been discussed in detail in chapter

3.

4.1 Time-basedPrediction

In this category of prediction, Time isehmain attribute. Every client or customertioe
userwants to know when a business, activity or a particular task will finish. Acdinrsde
basedprediction is required tdulfill this requirementTime-basedprediction can be
classified further into ampletion time (timetakento complete a business procefs}],
remaining time (time left to finish a business procé8k)delay time (amount of delay)L 3]

and exeution time. An example falime-basedprediction will be when a client calls an
insurance agent, to know the status of his insurance claim. The agent could tell him the
expected remaining time of the proc¢Sk when callinga customer care the delay time
could be conveyed to the customer to reach the customer represda@tive

In thefollowing sub chapter, whave revieweda total of 15 papers which fall under this
category. We study in dekain detail each literature and try to extract apresent
information which is valuable for thiBhesistopic.

4.1.1 Discussion of the Studies

In [14] the author predicts, the completion time and remaining time of a businessgribc

is explained using eealtlife case study concerning the execution of process instances in an
information system for the management of road traffic finesobgl police of an Italian
municipality. When a driver commits a violatipa policeman opes a new fineThe amount
depends on the violation performed. Within 180 days, the fine notification is sent to the
offender. The offenders get 60 days to pay his dues or else the fine doubles. If the offender
never paid, it is sent to the credit colleatdepartment. Two event logs were extracted from

this information system and used for the study. The technique proposed in this paper could
help in predicting the remaining time associated with such processes. Regression models
and Naive Bayes classifiereaused to build the prediction model in this paper. The technique

is validated using real life event logs extracted from Information Systems. Logs are of
offenders who have not paid the fine in full. These event logs refer tovestapping
periods in tme and contain 1500 log traces and 5000 log traces, respectively. A prom plugin
has been implemented for the proposed technique.

In the papef16], predictsthe completion time of a process. The author explains historical

log data contains a path that was executed in the past. Hidden Markov Model is used to
generate and train the predictive model. The model is initialized using the following
parameters (i) Observation vector has value 1 or O where former means completed while
latter means Aother stateo (1i1) Dirichlet d
observation matrices (iii) Baum Welch algorithm is used for HMM training.

25



W=
:
: = — | -
: | X | X G
Jiokt
k1l - Task > — ] Task 9 » — - — k14

@ h = _\[ J .
= 4 A b Task 12
: i) |
o 3 taske Ay

1 S.Z

Figure 14 An example workflo\d 6]

Figure 11 depicts an example workflow pattern. If the tasks that were completed were:

T2, Ts, T7, To, T11, T14, the observation assigns 1 for each task completed, and O otherwise.
This can be represented as the observed values: 1,1,0,0,1,0,1,0,,1. Using this
information a Hidden Markov Model is generated. The model is used to calculate the
probability of occurrence of the path. We use the Forward algorithm (PF) mentioned in the
paper, to calculate the probability of occurrence of a golegervation sequence. We use
this probability value to predict the remaining time for a given sequence of probable tasks.
The time to completion can now be obtained from the sample mean function described in
the paper. The technique evaluatedusing thegenerated event logs, consisting of Q00
concurrent threads recorded for t he event
Essentially, each thread is responsible for one instancewfohe k prioeviechnique gives
asoutputthe average remaining time.

In [17], thre= kinds of prediction take place, the time based predictive model predicts the
remaining time, the next step deadline model predicts the violation of case deadline and the
goal basednodelpredicts the next step recommendation of activifieg. authos srowcase

an exampleusing the customer inquiry validation process. The {ased predictor
generates all expected predictions. The i{bvased model estimates the proper remaining
time of the partial event log trace and could provide the correct elapsedrid total time.

The timebased model also provides the right recommended items that are expected to
complete the case in the fastest possible way. The deadline violation predicts the deadline
violations when a deadline is set prior to the remaining.tifine deadline violation model

also helps with recommendations to avoid such violations. The deadline based
recommender generates some recommendations that mitigate deadline violation. By
offering items that finish the case as quickly as possible. The t@ehniqueapplied is
decision mining using decision trees. The proposed techniguplsmentedby creating a

plugin for CoCaMafunctionality. The technique igvaluatedusing 25 historic cases and

five running cases, pertaining to the inquiry pracé&hose cases are manually populated
into the database @¥oCaMa This data set is a starting point for evaluating the quality of
predictions and recommendations. Tputis shown through graphical representations, a
progresshar showing remaining tienin propositionto total time, thesecondvisualization

shows the possible violations, tki@rd visualization shows case goals whether they are
supported or unsupported by the current progress. Recommendations are visualized in rows.
A recommendation rludes the recommended item and reasons why this case item is
recommended.

In the pape(18] a technique is proposed fwedictthe remaining process execution time
considering the time passed since last observed evenpapee presents a case study of a
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Figure 15 Implementation using CoCaMa applicatifiv]

logistics provider from Netherlands. The logs provided contains entries of the arrival of sea
vessels, discharge of container and date of picking up the container by inland transport. The
approach presented in the papdes to predict the remaining process duration for
completion of the process. The techniquevaluatedusing a simulated model of real life

data mentioned above. From this model 100 traces of execution are generated and stored in
the simulated log, besd the simulated model thietri netmodel is used amput The
technique takes as inpMiodel of the business procesdise current trace of the case, current
time, number of simulation iteration. Thatputproduced shows the remaining process time
value. The technique has beemplementeds a ProMplugin.

In [4], the completion time and next activities predicted The proposed prediction model

uses sequential pattern mining and is validated usingeal life logs ProM iad THINK3.

ProM concerns repairing telephones of a communication company. The event log contains
11,855 activities and 1,104 cas@&$lINK3 is an event log presenting 353,490 cases in a
company, for a total of 1,035,119 events executed by 103 perforfinersompletion time

IS given as output.

Bolt and Sapulvedain their paper[6] used query catalogs. A query catalogaision
equivalent Partial trace trail occurringan eventlog with additional information.

A Partial tracePTnis a sequence that contafirst m elements of a trace, Where m is the
length of the partial trace and m<n and m>0

A Partial Trace Trail PTThis a sequence of Partial Trace.bntainingatleasin elements
of a particular trace.

In their papel6], the described technique first compares partial traces. The comparison is
done in the following manner

Let e and e be two events, which are considered equivalent if they correspond to the same
activity.

SequenceTwo PTT are quivalent by multiset if they have the same set of events regardless
of the order.

Set Two PTT are equivalent if each PTT has atleast one equivalent event in the other PTT
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Multiset: Two PTT are equivalent if they have the same set of events regardibes of
order.

Thealgorithmdoes the following,m ¢ e s i mi(Padial Trded Tfadsdre found, they
are stored under each category explained above (set, multiset, sequence). Along with PTT,
additional information such asé sum of their remainingme and the frequency of
occurrences also stored. Then based on the variables sttiredverage remaining time is
calculated. Theechniqueis validated using synthetic event logs, generated by a software
named Process Log Generator (PLG), which geesPetri Net modefrom certain pattern
probability defined by the user. Event logs are created from these Petri nets generated using
simulations.Thelogs used forvalidationwasextracted from a Chilean telecommunication
companyoOs syst eprogess ifl thie logaisha Teghni@ldissue resolution
processoo, which consists of solving techn
company and request a solution for their issties.log consistsf 261traceslts durations
varies from3.3 h b 58 days. The paper ugeshnique&known asQuery catalogéexplained
above)to which traces are added, updated and sear(hested))using basic algorithms
mentioned in this paper. The algorithm mentioned in the pagputsthe remaining time.

The paper[19] aims topredict Runtime prediction of performance measure (remaining
process time/steps). The author tries to explain the technique introduced in the paper using
a container shipment example. Each container isagi@d from a ship and stored in a dock,

and finally carried to a storage area for being stocked. Similarly, while loading the cargo,
the container is first placed in a yard and then loaded on a cargo. Various vehicles are used
for moving e.g. cranes, strdleé carriers and multi trailers. This basic life cycle may be
extended with additional transfers, devoted to make the container approach its final embark
point or to leave room for other ones. A variety of data attributes are available for each
container a context data (of the corresponding process instance), including: the origin and
final ports, its previous and next calls, various properties of the ship unloading it, physical
features (such as, e.g., size, weight), and some information about its soimtéinis paper,
additional information like context features for each container: the hour (resp., the day of
the week, month) when it arrived, and the total number of containers that were in the port at
that moment are also considered. The methedlidatedusing logs of a real transshipment
system, keeping trace of foa logistic activities appliedThe techniqueusesPredictive
Clustering TreqPCT) anda discovery algorithn(AA PPM mentioned in the papeijr
predicting theaverage processing time/step.

The papef20] aims to predict performance measures like remaining firhe. solution
algorithm explained in the paper begins with, (i) Extraction of structural pattern from the
logs (ii) Extracing structural pattern that occur frequently in the log. (iii) The patterns are
filtered by a function filterPatterns which filter out the top relevant patterns. Once the
relevant patterns are detected, a numerical variable is associated with eachhickcarev

the related targets in the clustering that follows. Finally, each cluster is equipped with a
Predictve Performance Model (PPM). TR&M predicts unknown performance values like
remaining time based on corresponding trace propeftiesabstractt traces are used to
predict the remaining time of a process. The author explains using-ldeease study
pertaining to transshipment systefime proposed approach wealidatedagainst the logs

of a real transshipment system, more precisely, omplsaof 5336 traces, corresponding

to all the containers passed through the system. tétieniqueuses clustering based
predictive models.

In another paper by Folirf@1] the authopredictsremaining time. The author introdesa
new approach where different context related execution scenarios are equipped with separate
prediction models. The authoisesboth Predictive Clustering Trees (PCT) and Process
Performance Predictors to carry out the proposed technique. The techlnigliglated
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using a realife case study that concerns a transshipment process. A sample of 5336 traces,
corresponding to all the containers that passed through the system in the first third of the
year 2006 is used.

The papef22] predicts remaining time. The author explains the paper using a container
shipment processThe process begins with unloading the container from a ship and
temporary placing it near the dock followed by carrying it to a suitable yard to keaed.st
Different vehicles are used to move the container and basic operations performed on the
container are all recorded | i ke MOV, DRG,
enactment must not last more than MDT (Maximum Dwell Time), otherweseliles are
charged on the transshipment company. Another irapbgarameter for this scenaris,

the average dwetime (ADT ), i.e., the averagealt time for containers in the terminal,
which will be also used normalizing time measures. In this papeadhoc predictive
clustering approach, capable of detecting different context related execution scenarios (or
process variantsy presentedandequipsof them with a tailored performangeediction

model. Theultimate goal of the paper is to findnavel kind of predictive model, where
performance forecasts for anynfinished) procesmstance, are made in two steps: the
instance is first assigned to a reference scenario (i.e., cluster), whose performance model is
then used to eventually make theeftast. Thaechniqueuses Predictive Clustering Tree

and isvalidatedon a realife scenario, pertaining the handling of containers in a maritime
terminal. a series of logistic activities are registered for each container passing through the
harbour

The papef23] aims topredictthe duration of an activity. The author explains a scenario of
a callcener, where a customer calls. The voice receiving unit responds to the call and routes
the call to the appropriate statiddepending on the business of the station, the client may
have to enter into a queue. If the client is tired of waiting he may end the call. Once the client

e @ -
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duration by time duration by system load

Figure 16 Sequentiél time series petri nf23]

finishes serving in the queue, he may be connected to a service employee and finish the
service ancdomplete the process. To predict the duration of the process, time series effects
within the model need to be captured. This paper proposes a Petri net model with time series
called Time Series Petri Net (TSPN) as showifigure 16. For example, predicting the
duration of a single activity which translates to predicting the firing time of the
corresponding transition of the Petri net. For this case, the historical data concerning the
transition duration are aggregated into a teeees i.e. hourly averages. This data is used as
training data to fit the model that needs to be compared. Once the models are fit, activity
duration is predicted. Therefore, the timestamp is checked at the prediction time and
compared with the last obsed timestamps. The difference of the timestamps in hours is
the forecast. The technique esaluatedwith synthetic models with their corresponding
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processes, a sample of 10; 000 process instances from each model and thereby obtain the
simulated event lagy The technique is implemented &R@M plugin.

The papef24] proposed technique aimedpecedictprocess duration. The author explains

the technique using a credit card approval process. The loan approval processtitarts wi
applicant submitting an application. After receiving the application, a clerk could ask for
additional information if required. Once the additional required information is received,
further checks on applicant 0Thechetksdependoand cr
the amount of loan. Once the documents are validated, the application is forwarded to a
manager for approval or rejection. In this paper, a workflow simulation model is proposed
to tackle such issuessing event graphs. The simulatédgs areanalyed for 3 main
problems (i) Suitable resource allocation plan. (ii) performance (process duration) under
different case arrival rates and resource allocation plans. (iii) evaluation and prediction from
personal performances. The techniquesigdatedusing a log file of the credit application,

part of which is shown. It consists of 17,900 events in total, 1050 cases with 12 different
tasks.

In [25], the author aims to predict performance characteristics likingdime, throughput

time and utilization ratedn this paperthe authorpredictsthe duration of an activity is
observed based on its contekhis is done by measuring the time between the events that
represent the start and complete transitions foacivity. The measurement is observed
from two different angles (i) the resources involved in the activity and (ii) activities
preceding the activity (prefix of the trace). Using the resource context function, it is checked
whether the resource involvéd the execution of an activitypfluencesits duration The
technique is evaluated using tth&tasefrom a loan application process from a Dutch bank,
and was originally used in the Business Processing Intelligence Challenge (BPIC) in 2012
The logcompises 0f13,087 cases of a loan application process, for which in total 262,200
events have been recorded. There are 36 distinct activities and 69 different resources are
involved in thisprocessThe proposed methagesANOVA algorithm and igmplemented

as PROM plugin.

The papef26]t ri es t o predict deadline violations,
be handled within three we tokignalthe IKdihoodbus t e c
violating such a deadline. For example Takingaci will minimize the risk ofviolating

legal requirement Y. The proposed method/adidated using a process inside a Dutch
municipality based on an event log containing 5187 events related to 796andst®e

technique has beemplementeds a PROM plugin. The technique giusesdecision trees

and gives asutput the likelihood estimation of deadline violation

The papef27] provides a technique for delay predictidine author explains the process
using an example of a Voice Response Unit (VREshown irFigure17. The customer

dials in and is connected to a VRU. The customer can either complete the service via the
VRU or transfeiit to anagent. Once the service with an agent is over, the customer usually
hangs up or in some cases continheservice to VRU or maybe another agent. Customers
that seek a service are served by one of the available agemseotowait in a queue.
Hence,at i vity O0Be Serviced by Agentd compri se
phase. The customer can abandon the call queue due to impatience. To provide operational
analysis for this service process and predict delay of processing, such queues and
aban@nments must be taken into account expliciypeue minings used to do the delay
prediction. The technique outputs average delay time eXperimentsvere conducted on

a reallife queue log of a calkener of an Israeli bank. The data comes from tleehinion
laboratory for 8rvice Enterpris&ngineeringThe log containan average weekdakata on
approximately 700@alls.
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Customer

Select Options
in Voice
Response Unit
=) i

(a) Control flow perspective

Customer Serving Agents
Abandmmentsﬁ o
Customer Customer :
Arrivals Queue o

(b) Queueing perspective

Figure 17 Depictsa BPMN model of such a procq&3]
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4.1.2 Summary of Time based Prediction

Sub prediction
category

What is predicted Domain

Algorithms Used Implementation

Output

Reference

Completion time

Completion time

Completion time

Remaining time

Remaining time

Completion time and Issue to resolution
next activity
prediction

Completion time and Multi Domain
remaining time

time for completion | Multi Domain

Remaining time, nexi Issue to resolution
step

recommendation,

case deadline

violation

Remaining process
execution time

Logistics

Sequential pattern = Not mentioned
mining (FAST

algorithm)

Regressor models, = ProM
Naéeve B ay plugin
classifier

Hidden Markov
Model

no implementation

Decision mining
decision trees

Plugin extending
CoCaMa
functionality.

Stochastic Petri Net
Model

ProM
plugin
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Completion time and
probability of next
activity

Remaining time
estimation

Average remaining
time is shown

Graphical
representationf
remaining time, next
step
recommendations.

Remaining process
time value

Completion Time ant
Next Activity
Prediction of
Processes Using
Sequential Pattern
Mining [4]

Dataaware
remaining time
prediction of busines
process instances
[14]

A Testbedfor the
Evaluation of
Business Process
Prediction
Techniqueg$16]

Next Step
Recommendation an
Prediction based on
Process Mining in
Adaptive Case
Managemen(l7]

Prediction of
Remaining Service
Execution Time



Remaining time

Remaining time

Remaining time

Remaining time

Remaining time

Remaining process
time

Remaining process
time/steps

remaining time

Remaining process
time

Remaining time
prediction

Multi Domain

Logistics

Logistics

Logistics

Logistics

Query Catalogs No implementation

Predictive Clustering Prom plugin
Trees

Clustering based
predictive model

no implementation

Predictive Clustering No implementation
Tree

PredictiveClustering A Prototype of ProM
Tree plugin developed
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Remaining time

Remaining time/step:
using metric average
processing time/step

Average remaining
time is shown

Average remaining
time

Maximum dwell
time, average dwell
time is shown

Using Stochastic
Petri Nets with
Arbitrary Firing
Delays[18]

Process Remaining

Time Prediction
Using Query

Catalogd6]

A DataDriven
Prediction
Framework for
Analyzing and
Monitoring Business
Process
Performancefl9]

Adaptive Trace
Abstraction
Approach for
Predicting
Business Process
Performancef20]

ContextAware
Predictions on
Business
Processes: An
EnsembleBased
Solution[21]

Discovering Context
Aware Models

for Predicting
Business Process
Performancef22]



Process duration

Process duration

Waiting time

Deadline violation

Delay

Duration of an Issue to resolution

activity

Duration of a process Financialinstitute

Waiting time, Financialinstitute
throughput time and

utilization rates

Deadline violation Government

Delay prediction Multi Domain

Time series

Simulation

ANOVA

Decision trees

Queue mining
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Implemented in
PROM plugin

No implementation

Prom plugn

Prom plugin

No implementation

Time-based
visualization output
graph, average time

Average time

Likelihood
estimation of
deadline violation

Average delay time

Time Series Petri Ne
Models[23]

Workflow simulation
for operational
decision support
using event graph
through

process mining4]

A Generic
Framework for
ContextAware
Process Performanc
Analysis[25]

Auditing 2.0: Using
Process Miing to

Support
Tomorr owo :
[26]

Queue Mining
Predicting Delays in
Service Processes
[27]



4.2 Outcome Prediction

Our everyday routinesomeal ong with a | ot of prediction <c
baby going twhertwa | He a&lhteh yop?2acb,y it ome out ?20. Whe
going to pass the exam?w, Wkhvehl wé appaart hos
humanswe always look forward to our futeiand the outcomes it holds for us.

The same set of questions holds true for business processes and their associated outcomes. In
this chapteywe discusOutcome predictioras the name suggests the techniques described in

this chapterexplainswhether a currenbusinessprocess will complete successfully or not,
whether the business gaalll be achieved or notThis category of predictions alscludes

papers linking excdjon, violations and failures in business processes. Failure or exceptions
occurin business processes when a process deviates from its said path or exceeds the time
frame allotted or due to failure compliance

In this section a total of B papersare presented. The chapter has been divided into two
subchapters, the first subchapteR.1 discusses in detail each literature belonging to this
prediction category. The second subchapter seai@r gives a summary of the papers
discussed.

4.2.1 Discussion ofthe Studies

The technique described in the paf#8] helps inpredictingthe outcome at certain decision
points and how these predictions at this decision impact further path. The author explains the
technique using an autarile insurance company scenario. The scenario has the following
characters CSR (Customer Service Representative), a claim handler (CH), an automobile repair
shop (ARS) and the police department (PD). The role of the CSR and PD are limited to one
action. h Figure 18, we examine the decision point carShouldBeTotaled, this particular
decision point has three potential outcoraes possibleThe contents of the document are
examined at this decision point and analyzed under whattmmsdthey are further sent to the

point sendRepairRequestind further to the poinapproveAdditionalRepairsin order to
formulate the decision problem, the values of the document content variables (six attributes in
this scenario) that are accessible carShouldBeTotaled are examin€ib validate this
approach an automobile insurance claims scenads designedand implementedn a
simulator ThetechniqueusesAnt Colony Optimizatiortechnique.

|__createClaim _|—p = 1—{ receiveClaimDocument |
Iy I
p=1 p=1 p=022 p=1

] ¥
(__processSiaried ClaimProcess ) [ retrieveAccideniReport |/ receiveDeductible
|

p=0.78 p=1

sandRequestEstimatelnitial |-n—p =1 sendDeductible
I

o
-

I

receiveEstimatelnitial

p=1

p=1 p=0.134 p=1
p=03T71 c&; p=1
pe
p=1 p=0124 p=1
receiveEstimateUpdate | [ handIeRapairR:queslﬂesponse |/
— T

= p=0875 p=1
p=1 .

¥
\\{mequelestimamUpdam] (" processEnded ClaimProcess )

Figure 18 A probabilistic graph of an Insurance Claim segio [28]
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The papef29] predicts the outcome of each ongoing case. The technique has been explained
using the debt recovery process. The pssds initiated when the creditor transfers the debt to

a company. This showcases the debtor has already defaulted the pdfthentollection
specialist considers the case to be irreparabpone call is made to the debtor followed by

an inquiry/reminder letter.The debtor is expected to provide expected payment date, in
which case no additional action is taken during the present week. Alternativetyp|ldation
specialist and the debtproposeto the creditor about forwarding the debt tocatside debt
collection agency (send to encashment) or about sending a warning letter to the debtor on the
same matter. The final decision about issuing an encashment warning to the debtor and/or
sending the debt to encashment is made by the creditoeréfis no advancement in collecting

the debt after 7 days (e.g., the payment was not received on the provided date or the debtor has
neither answered the phone nor the reminder letter), the procedure is repeatgdal of our
prediction is to determineutcome cases of cases which have not received payment 8 weeks
after the initiation of the debt recovery process. The technique uses text mining algorithms and
sequence classification to carry out the process. The proposed method has been implemented
in Python. The technique has been validated using twelifeadlatasetpertainingto (i) the

debt recovery (DR) process of an Estonian company that provides credit management service
for its customers (creditors), and (ii) the lgaecontract [tC) processof a due diligence
service provider in Estonia. The technique output a positive prediction if the threahadds

lower than the prediction probabilitiena positive prediction is made else no prediction is
made.

In [15], the probability of a particular outconi® predicted The paper contains three case
studies, we will be explaining one of them here. One of the case studies mentioned in the paper
describes telephone repair process. The process starts with deviceatggisafter which the

phone is sent to the problem detection department where the defiealhzed Onceanalyed

the phone is setd the repair department, which consists of two teams, simple defects repairing
team and complex defects repairing tegdmce the defect effect is resolved, the case is
archived and the device is sent to the customer. The company tries to fix the deliecitéa
numberof times. The optional propertiese defectype (ten categories), phone type (three
categories), dett fixed (true or false) antumberof repairs (0, 1, 2, 3). The model presented

in the paper tries to predict the properties of an e@mén a running case, the technique helps

in answering questions | i ke niwlpoasttheiesourcehe ac
triggering the next event?" and so dine validation log of telephone repair contains 1104
cases and 11855 events. Predictive clusterieg technique is used in this approach. The
output isa PCT(Predictive Clustering Treajith a yegnoof all the associated properties value

In [30] the outcome of an ongoing case is predicted along with remaining time. It is similar to
paper[19] by Bevacqua which is a data driven approadie author tries to explain the
technique introduced in the paper using a container shipment example. Each container is
unloaded from a ship and stored in a dock, and finally carried to a storage area for being
stocked. Similarly, while loading the cargbge container is first placed in a yard and then
loaded on a cargo. Various vehicles are used for moving e.g. cranes, straddle carriers and multi
trailers. This basic life cycle may be extended with additional transfers, devoted to make the
container apmrach its final embark point or to leave room for other ones. A variety of data
attributes are available for each container as context data (of the corresponding process
instance), including: the origin and final ports, its previous and next calls, varmperties of

the ship unloading it, physical features (such as, e.g., size, weight), and some information about
its contents. In this paper, additional information like context features for each container: the
hour (resp., the day of the week, month) whearrived, and the total number of containers

that were in the port at that moment are also considered. The model uses regression models and
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EM algorithm. The technique i&lidatedusing a collection of 5336 log traces generated by a
real transshipmerdystem. Each trace stores a sequence of major logistic activities. The model
is implementedor testing purposes as a standalone applicaliba.output of a praddli stic

model is a proahlity value of belonging tahe particularcluster

The papef31] aims topredict future behavior of business processes. The technique uses a
table look up approach, known as History. It uses as input an entire sequence of event, selects
from the training set all process instances that begih the sequence and estimate the
probability of the next event will be of a given event type by counting how many of the selected
sequences continue with an event of the given type and dividing this count by the number of
process instances that begirthwtihe selected sequences; that is, the prediction is based on the
relative frequency with which the given event type occurs after a particular sequence. The event
type with the highest probability is predicted to be the next one. The technique isedalidat
using realworld event logs from the 2012 and 2013 BPI challenges (van Dongen 2012, 2013).
From the 2012 challenge, the author gathered anonymized data from a Dutch financial
instituteds | oan or over dé adonsistiagpop 262,00@ eévinnri3,087 oc e s s
instanceskFrom the 2012 hallengestwo logs from Volvo IT Belgium that describe incident

and problemmanagement processes were udéte inciderimanagement log contains 3,777
instances with 36,730 events of 11 types, and the problem sraeag log contains 744
instances with 4,045 events of 5 types. Td@hnique useEM Algorithm and a probabilistic

model. The techniqueutputsprobability estimation of next event.

The papef32] predictsviolation of an aggrgate performance constraint. The author proposes

a technigue which addresses the problem of predicting whether the process instance in each
time window will infringe or violate an aggregate performance constraint at a series of
checkpoints. At each cheahipt t, a twelevel estimation must be carried out, which are: (i)
what performance outcome each ongoing (i.e. not finished by t) process instance will yield,
and (ii) how many process instances will start in the rest of the window (i.e. after t), and what
their aggregate performance outcome will be. dlgerithmused ishased on time series and
clustering algorithmsThe techniqueis validated usindogs pertaining to thénandling of
containers in a maritime terminal. A log of 5336 traces, registehaghistory of all the
containers that transited through tiebourin the first third of 2006. Theutputgenerates a
binary classification of violation prediction.

In [33], the case predicts the likelihood of a case yigjdn the event of an intervention such

as audit. The Irish Tax and Customs authority has been developing the use of data mining
techniques and putting up analytics at the core of its business process. The department has
successfully built models predicgjnpossible nortompliance/ tax evasion, and liquidation.

The models aim tpredictthe likelihood of a case yielding in the event ofirerventonion,

such as an audit. In addition, all audits completed by Revenue in the year after the models had
been ceated were assessadingthe model probability to yield a score, and a significant
correlation exists between the expected and actual outcome of the audits. This process has been
developedy SAS and it forms a solid framework for analysis. @aluationof the Predictive

model using the latest REAP run was conducted inJarmuary 2011. The method used was
6Back Validationd of the 2010 yield predict.i
from 2010. These audits were not used in the trainingemodel; hence the model can be
assessed on the basis of how well it predicted events unknown to it at the time of its creation
approximately 475 cases (total of 9500 cases)

The pape[34] predictsthe outcome of a loan plication process. In thiechniquethe author
observes the following, the loan approval process starts with a customer submitting an
application and sending the application with status Approval, Cancellation or Rejection. Each
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case contains AMOUNT_RE@hich states the amount requested by the applicant. For each
event, the extract shows the type of event, life cycle stage (Schedule, Start, Complete), a
resource indicator and the time of event completion. The autbesClassification and
Regression TreCART) to predict the outcome of a loan approval process. The technique is
validatedusing a real life event log of the loan and overdraft approvals process from a bank in
Netherlands and is analyzed using process mining and other analytical techiiggevent

log is comprised of a total of 262,200 events within these 13,087 cases.

In [35] the KPI (Key Prediction Indicatorpf a business is predicted. The author uses
classification and regressidachniques to implement the prediction model. The presented
architecture has been i mplemented on top of
BPMS which also integrates CEP functionality. The technique has been validated using
synthetic logs o& simple repair process.

The literaturg36] aims atpredictingcosts associated with a process by combining cost data
with historicinformation to help in the decisiemaking process. The technique proposed in
literature cold be explained by using an example of a simple telephone repair process. The
process starts with the registration of the faulty phone sent by the customer. Which is followed
by the test department. The teategorizeshe defect and sends it to the sotlepartment and

a letter to the customer explaining the problem. The solve department has 2 distinct teams to
solve simple and complex defects. Once the defect is resolved it is sent back to the test
department for testing. If the test passes, it islfirednt back to the customer. In this process
cost annotation is done, there by assigning a cost to an individual employee or a role (e.qg.
Tester). Cost rate for each process, simple/static costs, cost of an activity is calculated based
on the time it take All types of cost like fixed cosabourcost, overheads are included. By
combining additional costformation,it becomes easier to assess cost impacts ddeicigion
makingprocesses. Simulation logs were used/édidatingthis technique. Alatagt with 1000
completed cases of the telephone repair prosessused for validationThe log contains
timestampgtask start date and completion date), by whom, phone type, tgiecand the

repair outcome were also used. A Prom Plugin for cost regoend cost prediction is
implementegthe plugin can be found in the "CostBasedAnalysis" package in ProM repository.
The output of the technique is a cost annotated transition system model (activates and
resources) witlthe costassociated with each

The paper[37] predicts the probability of achievement of a goal. The proposed technique is
evaluated on an event log which is taken from a phone repair process and is publicly available
and used in some research for evaluatiding log contains 11855 events from 12 different
events in 1104 cases, each case representing a phone terminal repair process (register, analyze
defect, repair, test repair, archive and ettudp(//www.processmining.org/logs/startA

decision tree based CART is used is used to implement this technique. The output of the
technique is a table showcasing false positive and false negative outcomes.

The papef38] proposes techniquéo predict whether a business goal is achieved or Hiog¢
examplanentioned in the paper is a cement manufacturing company and the scenario explained

is of concrete generation. The goal of the business process is to get an acceptalbiéattengt

of the concrete generated. In the manufacturing process, seven activities are executed
sequentially, and the age of the concrete is checked in the quality test. Finally, a compressive
strength of the concrete is evaluated based on eight meastses@escribed in the paper. In
reattime monitoring, a process instance is observed through attributes along witimeeal
progress so that it is updated additionally as the monitoring time elapses. The final performance
is evaluated based on whethee strength generated was acceptable or not. If the concrete
generated is of acceptable strength, then the performance is determined to be a success or else
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a failure. The authousesSupport Vector Machines (SVMTlassifiers to implement the
proposed technique. Thevaluationof the technique is done on real life logs which were
modified bit. The dataset used falidationwasof the concrete compressive strendétaset
presented by Yeh (1998), in the UCI machine learning repggiErank and Asuncion, 2010).

The dataset is composed of 1,030 instances and each instance is a set of eight quantitative input
variables and one quantitative output variable, which correspond to kinds of measurements
from the course of making a concreted the corresponding compressive strength of the
finished concrete. Theutputis presented as the probability of achieving a business goal.

The papef39] predictsthe likelihood of achieving a business goal. The authpta@s the
technique described in his paper usingegkampleof a patient diagnosis. During the process
execution, the doctor takes decisions on therapies and on the dosage of medicines to be
administered to the patient. The process starts with labetgsits provided to the doctor by

the patient. Based on the tests, the doctor formulates a diagnosis. Then, the doctorgaescribe
therapy. The goal for the doctor could be, every diagnosis is eventually followed by the patient
recovery. By exploiting dataelated to the clinical history of other patients with similar
characteristics, this technique aims at providing the process participants with predictions about
whether the patient will recover or not. Whenever the doctor has to make a decision (e.g.,
prescribe the type of therapy or choose the dose of a medicine), recommendations are provided
about the options for which it is more likely that the patient will recover. The technique is
validatedusingBPI challenge 2011, event log. Thigy pertains to a éalthcare process and,

in particular, contains the executions of a process related to the treatment of patients diagnosed
with cancer in a large Dutch academic hospital. The whole event log contains 1, 143 cases and
150, 291 events distributed across 62@mne classes (activities). Each case refers to the
treatment of a different patient. The techniguieniglementedising decision trees and a ProM
plugin has been developed as part of the implementatiorottpatis shown as a probability

value, the valuestimates the chances of achieving the business goal.

The papelf40] predictspossible process disruption ahead of time. The author explains, for
example an airplane takes goods from the JFK International Airport (USA)nsté&rdam
Airport Schiphol (NL), where they are transferred to a truck sent by a Logistics Service
Provider (LSP) and transported to a destination in Utrecht (NL). The main aim of LSP is to
deliver the goods on time, for which the connection point in Ardataris very critical. If the
airplane has to divert and larat a different airport (e.g., due to a thunderstorm near
Amsterdam), the LSP has to cancel (oroete) the truck that was sent to Schiphol, and in
parallel reserve another vehicle to pick up ttargo at the new location. In order for these
corrective actions to be effective, it is crucial that the LSP is aware of the airplane diversion as
soon as possible, which implies constantly monitoring the task in charge of air transport. The
technique dscribed in this paper helps in predicting such disruptions up front. The technique
wasevaluatedusing a case study on AirFreight transportationsisting ofL19 logs of events
reporting flight data in the U.S. during May 2013 (98 regular flights, 21rtehde Data were
gathered from Flightstats, a data provider for air traffic informatidime technique uses
Support Vector Machines for its implementation.
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The papef42] predicts the process parameters for quality assar&igure 19 describes the
complete working of the RFID based techniquéhmgarmenindustry.

——————————————————————————————————————————

Material N ’ \
Card stored 3) Operator enters variable ;rmss data ﬁ .
fiurd dat > {e.g machine setting) he/she uses for » u
production by using the readers’ keypad. e
The data is transmitted to the database. RFID-RPMS

RFID Middleware 7) With the use of RFID-RPMS, the
6) RFID d"“(‘." are wireless quality engineer determines the
networked RFID data are sent appropriate process setting for

to the RFID Middieware and production and informs the operators
transferred to the RFID-RPMS. accordingly.

1) Materials are delivered to / : k
ithe workstation with 4 i
Material Card. %% ]

) In next workstatbon '
2) When operation starts, operator places e r" repeat step 1 =4,
his/her Staff Card and Material Card in 2al
the reader’s reading slots next to the

machine fequipment.

4)When operation is linished, operator takes
out the Material Card and passes on the
materials with the Material Card for quality
inspection

i
| '
i !
__4.: 5) During inspection, inspector enters quality R —————
= data using the reader’s keypad. The data is :Indlmlor. :
ol transmitted to the database. If no Fework is

i
required, inspector passes the materials to the I
next workstation. !
[
]
[

Figure 19 Flowchart of operation with the RFI[2]

Each workgation is provided with an RFID based card. The card contains machine setting
values whichneed to be optimized for optim performanceThe RFID based method uses
fuzzy mining algorithm and igalidatedusing a case studgpnducted in a Hong KoAgased
garment manufacturing company located in Shenzhen, China. The technique is implemented
in a garment industry using RFIDaged technology. The initials input taken are the initial
parameters

The papef43] presents a technique to minimeerprocessingy predicting cases of rejection

or knockout. The author explains the technique using ampbe of a loan application process.

When a customer applies for a loan, a loan application is filled up, which is followed up by 3
check process the identity check, the creditworthiness check and finally the document
verification process. A negative outnoe of any of these checks leads to a negative result. The
checks are performed by bank clerks. The order in which the checks are conducted has changed.
A knockout session starts as soon as a case is lodged. Thus, the only features can be used to
build thispredictive model is the case. attributes, i.e. the information provided by the borrower

at the time of lodging the application. These features can be grouped into three categories.
Demographical features which include age of the loan borrower, their rgeudmtry of
residence, language, educational background, employment and marital status. Financial
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features descri be t hbeingmudrinclode efortnation falboat dheic i a |
income, liabilities, debts, credit history, home ownership, etallly, the third group includes

loan features, such as the amount of the applied loan, and its duration, maximum acceptable
interest rate, the purpose of the loan and the application type (timed funding or urgent funding).
The model aims to predict rejegatobabilities and knockout cases right at the start avoiding
overprocessingThe technique igalidatedusing the loarorigination process of Bondgran
Estonian peer tpeer lending marketplace; the second one originates from an environmental
permit reuest process carried out by a Dutch municipality, available as part of the CoSelLoG
project. The proposed framewaukesclassification and regression models. limplemented

using as a set of scripts for the statistical software R. A package conthi@iRgscripts, the
datasetsand the evaluation resultse available athttp://apromore.org/platform/toolEhe
outputis shown as the maximum likelihood decision value.
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4.2.2 Summary of Outcome Prediction

Sub prediction What is predicted Algorithms Used Implementation Output Reference
category
Outcome Predict outcome at | Insurance Ant colony No implementation = Probability Predictive Analytics
prediction certain points in the optimization, edimation of which | for Semistructured
business process decision tree path to take Case Oriented
Business Processe
[28]
Outcome Outcome of each | Financial Institute = Text mining Implementation in | Probability Predictive Business
prediction ongoing case algorithms and Python estimation Process Monitoring
Sequence with Structured and
classificaion (https://github.com/i Unstructured D
rhete/PredictiveMo [29]
nitoringWithTex)
Outcome Remaining Multi Domain Predictive No implementation ' Yes/No and all the Process Mining to
prediction processing time anc Clustering Tree associated Forecast the Future
the probability of a properties value of Running Cases
particular outcome [15]
for running cases
Outcome Outcome of any Regression models| No Implementation Probability value of A Cloud-Based
prediction ongoing process EM Algorithm belonging to a Prediction

case, or the
remaining time)
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particular cluster

Framework for
Analyzing Business
Proces$30]


https://github.com/irhete/PredictiveMonitoringWithText
https://github.com/irhete/PredictiveMonitoringWithText
https://github.com/irhete/PredictiveMonitoringWithText

Outcome
prediction

Outcome

prediction

Outcome
prediction

Outcome
prediction

Outcome
prediction

Predicts future Financiallnstitute
behaviorof

business processes

Outcome each Logistics
ongoing process

instance and

violation

Predict the Government

likelihood of a case Organization
yielding in he event

of an intervention

such as audit

Outcome of a loan | Financiallnstitute
application process

KPI values

Issue to Resolution

EM Algorithm,
probabilistic model

Time series
algorithm and
clustering
algorithms

Classification
and Regression
Tree (CART)

Classification and
Regression
algorithms
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No implememation

No implementation

This process has
been developed by
SAS and it forms a
solid framework for
analysis

No implementation

Implemented on

Mayor software
vendor 6s BPM

Probability
estimation of next
event

Binary
classification of
violation

Predict the
likelihood of a case
yielding, probability
score in case of an
audit

Not mentioned

Not mentioned

Comprehensible
Predictive Models
for Business
Processef31]

A prediction
framework for
proactively
monitoring
aggregate process
performance
indicatorg[32]

Predictive Analytics
in the Public Sector
Using Data

Mining to Assist
Better Target
Selection for Audit
[33]

Process Mining
Driven
Optimization of a
Consumer
Loan Approvals
Procesg$34]

preCEP: Facilitating
Predictive  Event
Driven Process
Analytics[35]



Cost

Business goal

Business goal

Business goal

Process disruption

Prediction of cost | Issue to resolution | Not mentioned
associated with a

business process

Goal achievement | Issue to resolution

on CART algorithm

Whether a business Manufacturing SVM Classifier
goal is achieved or | Industry

not

Estimation or Healthcare Decision tree
likelihood of
achieving a

business goal

Predicting possible | Logistics SVM
process disruption

aheadof time
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ProM Plugin

Decision tree basec no implementation

Not menioned

Implemented as a
ProM plugin

no implementation

A transition system A Framework for

modé with cost
annotation

False podive and
false negative

Probability of
achieving the final
goal

Probability of
achieving a
business goal per
case and
recommendations
(confidence value)

CostAware Process
Management Cost
Reporting and
CostPrediction36]

Process Mining
Approach Based on
Partial Structures of
Event Logs and
Decision Tree
Learning[37]

Periodic
performance
prediction for real
time business
process monitoring
[38]

Predictive
Monitoring of
Business Processe:!
[39]

Predictive Task
Monitoring of
Business Processe:!
[40]



Quality assurance

Predict rejection
cases or knockout

Process parameters Manufacturing

for quality Industry
assurance
Minimizing over Multi domain

processindy
predicting cases of
rejection or
knockout and
required processing
time

Fuzzy association | Implemented in a

rule mining garment industry
algorithm using RFID based
technology
classifcation and R scripts Maximum

regression models | http://apromore.org/ likelihood to
platform/tools. decision value
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Process parameters An RFID-based

recursive process
mining system for
quality assurance ir
the garment
industry[42]

Minimizing
Overprocessing
Waste in Business
Processes via
Predictive Activity
Ordering[43]


http://apromore.org/platform/tools.
http://apromore.org/platform/tools.

4.3 Process Path Prediction

Process Path prediction is an important category of prediction, which as the nanst Iseigpge

in predicting the process path of a business process.. For example, in a hospital scenario, a
doctor could predict possible treatment sequences or paths based on successful patient records
and carry out his treatment accordingly. This categoprediction is also helpful in avoiding

failures by predicting processisbehaviouior deviation from actual path. An important part

of this prediction is to determine the future tasks This helps businesses to decide, the best
possible next step to completeask successfully.

Forexamplejn aninsurance case, opening a claim, getting an accident report and confirming
the accident with a witness could lead to paynfenthe damage caused to a car more likely
than opening a claim, running andit andcorfirming the invalidity of the policy. Seleicty

the right process path will lead to the right deswattome

A total of 7 papersfalls under this category. These papers have Istedial in detail and
presented in the following section. A summary of kikerature has been presented in the
subchapte#.3.2.

4.3.1 Discussion of the Studies

The papef44] proposes #echniqudor process path prediction. In an insurance case, opening

a claim, getting an accident report and confirgnthe accident with a witness could lead to
getting paid for the damage to the car more likely than opening a claim, running an audit and
confirming the invalidity of the policy. Predicting the result of the case will reveal the
effectiveness of audit vslaim department to the business owner, which helps the business
owner decide how to invest in business units for improving customer satisfaction. The example
presents two parallel pattes shown inFigure 20. The authorimplemers the proposed
techniques using certain algorithms described in the paper to select correct path
representational model and decision tree. The modalidatedby simulating traces of sample
business process that cont ariarbgsiness poocessp ahey 6 s
technique takes asputa business model and the execution traces and gives quiethetion
regarding which is the best model.

Single Path Multiple Path Othe Single Path Multiple Path S T—
Other T Attribute er L= - er
Altnbute Atiributes Altribules with Altributes Ntr;'folujinokpn Attrbutes Attributes \f.rdt: Attributes Numenic Task  Aliribules
With Token Token (data) N data Estimated Token 4. Attnbutes (data)
(data) { Information ¢ ) (data) /
Information Information 0 Taho- Infarmation TH 1273 ",
W Q43 o w W W
Prediction " Prediction Pradiction Prediction
Prediction Model E
Model A Model B Model C Model D l
l‘ Target l Target
Target Target Target :
Attribute Attribute Attribute Attributa Aftribute
i ! i i ) ) Diagnosis
(Diagnosis) (Diagnosis) (Diagnosis) (Diagnosis) (Diag )

Figure 20 Different path representatiod4]

The papef47] targets tqpredicta future sequence of events. Tehghor describes a scenario
where the model is given a partial sequence of events, the model tries to predict the likelihood
of achieving a future sequence of eveftsyvalidatethis approacha reallife event log from

the business processeiligence ballenge in 2012 is used. The lo@iButch financial institute

and contains about 262,000 events in 13,084 procstsicesThe described techniqueses
Probabilistic finite automata (PFA) and Maximum a posteriori (MAP) estimationoUitpeit

of the tehnique is the likelihood estimation.
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The technigu@resentedn [46] describes what event is likely to follow the currergrv The
framework requiresistorical event data and fits it to a probabilistic model. Using atiraal

data feed, it determines probabilistically what event is likely to follow. The functionality is
implemented sing machine learning research and grammatical inferedneeh is a discipline
concerned with learninfprmal languages from dat&he finalgoal is to provide a basis for
implementing process intelligence approaches capable of anticipating opportunities and threats
before they occur, which gives managers a window of opportunity to take suitable actions. The
techniqueusesa regularizedPredidive Finite Automata(PFA) with EM-basedparameter
estimation comimed with grid search. The framework implementedn Javais publicly
available [ittps://github.com/DominicBreuker/RegP)AThe output of the event is given as

the probability of the next event occurrence.

The papel[10] predicts next process step. The author explains, in large IT companies, the
maintenance of a process or processes is implemented adayge number of IT systems.

Over time it so happens that the company loses track and the process evolves in an
uncontrollable fashion. Theres different execution sequence for different processes. The
solution is to 0di viodpsdftaskdistepsmmdateeach group, butldea s ma
model accordingly. another strategy addressing the complexity and diversity of process data
which partitioning process data into groups of sequences of similar characteristics.
Mathematical models are chosetarding to the properties of the sequences in the resulting
groups. The strength of this method is that it keeps the sequential form of the process,
discriminates and adequately deals with different representative prototypefdnogso real
processes(DS1, DS2) of a multinational telecommunications compavere used for
validation purposes. DS1 idegacy process, consisting2867 process instances of different
lengths. DS2 is also a real process with 11839 entries, 576 process instances wtht diffe
lengths. Thevutputof the technique is the likelihood estimation of the next.step

The papef48] aims to predict the next step in a business procesprddictan outcome of a
business process, the main idea is tocate a number of similar sequences from historical
data, expecting the process would have a similar outcaidl. Algorithm (K Nearest
Neighbour)chosen as the predictive model here. A number of sequences are considered in
whichthe search is for K sequences which are similar to the seqoencged.The similarity

of the sequences is determined using a distance measure. The distance measure used in this
paper is the edit distance. In order to exploit the temporahcteaisticsof process data, the
technique ombines KNN with sequence alignment from biology to form a sequential KNN.
The technique igalidatedusingtwo dataet (DS1) consisting a9 monthtelecommunication

line fault repair records. The secolieg (DS2)dealswith broadband fault repair records of 1
month.The technique gives aaitputthe likelihood estimation of the next step.

The papef49] uses process mining techniquepi@dict traffic overload while changing a
network topobgy. The main idea presented in this paper is to look for network topology
changes and redistribute traffic in case of overload nodes predN&aBitechnique is used to
create the dynamic mesh network and process mining is used to extract inforngerdmge
network topology and network traffic. A Petri net model is generated aeutipeit The
generated model is useddetecttraffic overload in networks.

The papeif41] aims atpredictingabnormal termination. Pigrocessing aims at defining an
upper control limit of aLOF (Local Outlier Factoryalue by analyzing historical process
instances as training data. After calculating their LOF values, an upper control limit (UCL) can
be derived by applying kernel density estion (KDE) to LOF values. This preprocessing
should be performed periodically to reflect currently recorded instances in updating the UCL.
In the realtime monitoring phase, an ongoing instance is monitored continuously, and
attributes are generated guadly and recorded in each monitoring period. From observed
attributes, k plausible instances are generated by modified KNNI (k nearest neighbour
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https://github.com/DominicBreuker/RegPFA

imputation). After calculating their LOF values, the probability of abnormal termination is
predicted by compang the distribution of LOF values with the UCL. If the probability exceeds

the predefined threshold, the chances for an abnormal termination rises. The method is
validated using randomly generating 10,000 instances composed of 6 attributes from these
distributions. The technique useKNNI (k nearest neighbour imputation) based local outlier
factor algorithm. Theutputis presented as a probability of abnormal termination.
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4.3.2 Summary of Process Path Prediction

Sub prediction
category

What is predicted | Domain

Algorithms Used

Implementation

Output

Reference

Path prediction

Path prediction

Path prediction

Process path Multi Domain

prediction

Predict future Financialinstitute

sequence of events

Predictive likely Multi Domain
type of event to

follow

Algorithm to select
the correct path
representation
model, decision
trees

Probabilistic finite
automata (PFA),
Maximum a
posteriori (MAP)
estimation

Probabilistic finite
automata (PFA),
Maximum a
posteriori (MAP)
estimation
combined with grid
search
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No implementation

Theframeworkis
implemented
entirdy in Java and
is publicly

available at
https://github.com/
DominicBreuker/Re
gPFA

Likelihood
estimation of next
event

the probability of
next event
occurrence

Leveraging path
information to
generate prediction:
for parallel business
processefi4]

Designirg and
Evaluating an
Interpretable
Predictive
Modeling
Technique for
Business Processe:!
[45]

Designing and
Implementing a
Framework for
Eventbased

Predictive
Modelling of
Business Processe:!
[46]



Path prediction

Path prediction

Network traffic
prediction

Abnormal
termination

Next step predictior Telecommunication K means, Markov

Process next step | Issue to resolution

Predict traffic Network

overload

Prediction of
abnormal
termination

No implementation
models, Sequence
alignment

KNN (K Nearest
Neighbour),
Markov model,
Sequence alignmer

No implementation

Not mentioned no implementation

KNNI (k nearest
neighbor
imputation) based
local outlier factor
(LOF) algorithm

no implementation

50

Likelihood
estimation of the
next step

Likelihood
estimaion of next
step

Petri Net model

Probabilityof
abnormal
termination

Sequential
Clusteringfor Event
Sequences

and Its Impact on
Next Process Step
Prediction[10]

A hybrid model for

business process

event and outcome
prediction[48]

Traffic Prediction in
Wireless Mesh
Networks Using
Process Mining
Algorithms[49]

Reattime business
process monitoring
method for
prediction of
abnormal
termination using
KNNI-based LOF
prediction[41]



4.4 Risk Prediction

Many business goals come with predefined risks, likaéingsa new credit card to a clieoit
approving a loanThese processes involve risk and it is important to predict the amount of risk
involved, before approving a client. [80] the author talks about the installation of ARM
machine, he describes the risks involved if the machine malfunctierasBessment of such
risk factors and providing recommendations to reduce such risks is the goal of this chapter.

4.4.1 Discussion of the Studies

In [50], the authorproposes an approach peedictthe risk involved in the business process

and the process outcome. Paper talks about Risks that threaten the achievement of overall
process goals like completing the majority of cases within a time period or \&ithiven
budget.Theexamplagiven in the paper describes the transactional processing services to banks
which include issuing new credit cards, installation of new ATM and FRo8t of Sales),

card transaction processing etc. The process starts withladiek lodges a request for adding

a new terminal on the host (task Lodge Request). Then an engineer looks into the information
provided by the bank and addsore information by the terminal on the host. Then the
information is double checked by anothegieeer. Then finally security keys are loaded to
enable safe communication. In this scenario, risky prdmesavioursaare explained that could

cause cost overrun for example a wrong currency could be assigned to an ATM terminal.
Consequently, incorrect amant of money being withdrawn causing financial loss for a bank

or a certain client. Another case could be when bank launches an urgent case and the case is
not started immediately breaking the SLA between bank and processing center, resulting in a
monetay penalty. In another scenario, process behavior is considered which could have an
impact on the outcome of a process. When a high number of Urgent Cases arrive in a short
period, employees will focus on urgent cases, neglecting other kinds of casea.sBanhrio

may not sound risky, but multiple occurrences of such scenarios could turn out to have higher
risk levels. The technique described in the paper involves replaying the event log on a Petri net
with and creating noparametric regression modelhe model described in this paper helps

in predicting the risk involved before its arrival.pfugin Process Risk Evaluation" for ProM
framework has been developed. The plugin takes event logs in XES formats and process
models in PNML formats as input.

In the papepublished by Conforti in the following yefs1] aims to monitor the risks. The
method described in this paper is explained using an approval process for a personal loan or
overdraft. The process starts with the sugsioin of an application. The financial department

can already reject the application ending the process or pre accept it for further processing.
The application is handled by a staff who first adds missing information to the application
until the applicatin is completed. Once the application is finished, an offer is sent to the
customer. Following which periodic calls are made to the customer. After the customer made
her decision, the application will be finally assessed while adding still missing infonmat

The corresponding log contains traces with events that cover a period of six months, i.e.,
from October 2011 to March 2012. The logrs-processedising two phase approach, first
infrequent labels are removed and secondly infrequent behavtlog is removed.

Having preprocessed the log, a process model is extracted. In case an instance already
executed the task more often than the defined, the left value of the risk condition must not
exceed 1, as it shows the probability that the instanceeescahe specified maximum amount

of executions. Whenever the probability exceeds the defined threshold, the PING (Process
Instance Graph) is created and the risk propagation algorithm is triggered. The technique is
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validatedusing a process for a persof@dn or overdraft application in the context of a+eal
world scenario from a Dutch financial institute. The corresponding log data was released as
part of the BPI Challenge held in conjunction with the 8th International Workshop on
Business Process Intigiknce 2012. The PRISM techniquengplementedn Workflow
Management System Camunda. The task uses simieeiyhted process instance graph
(PING) and a risk propagation algorithm. The metbotputsrisk propagation as

TRUE/FALSE.

In paper[52], a recommendation system that supports process participants in taking risk

informed decisions, with the goal of reducing risks that may arise during process exiscution
proposed The author explains in his paper a claim handlagmario. The scenario starts

when a new risk is received from a customer. Upon receiving an assessment is done and the
customer is contacted toform regarding the assessment. The customer may provide
additional documents supbnden¢(éBecewhhiechnoes
processed (AProcess Additional I nf ormati ono)
contacting the customer, a payment order is generated and authorized to process the payment.
During the entire process, the customezdsetobe keptupdated about the status of the

project as follow ups. Three kinds of faults that could be encountered in the claim handling
process are the Ovime fault, Customedissatisfaction fault., Cost overrun fault. The
techniqueoroposed in thipaper measures the severity of these models and provides
recommendations keep them in mind. The techniquelidatedusing the claim handling

process and related event data, of a large insurance company kept under the condition of
anonymity. The eventada recording about one year of completed instances (total: 1065

traces). The proposed technique has been implemented onYép\if BPM systermshown

in. The Ul to support participants in choosing the next work item to perforedlmasrisks

(Figure 7).

Figure 21 i) The YAWLhelpsparticipants in choosing the next work item to perform based on risks and (ii) Ul to st
participants filling out a form baseah risk[52]
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