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Structuring B usiness Processes ariliciting Requirements at theEstonian
Literary Museum

Abstract:

Business processes are often difft tostructurein largeorganistions.Business processes

are often describetly graphical process odels. It isgenerally acceptethat complex
business processes are easier to understand when they are represented as a collection of
smaller and simpler process moddlocess models araso an important source of
information for requirements elicitatio In this thesis the case of the Estonian Literary
Museum (LM) is considered. The LM has problems with structuring their business
processes. For modelling the business processes with vagtiienLM, a decomposition

driven method isapplied In collaboration with the representatives of the LM, business
process modeldescribing the current business processes are created. Process models are
createdusingthe BPMN standardThen software system support for the business processes

is describedUsing the pocess models with the software system support description and a
method for requirements elicitation from BPMN mod#ig requirements for the software
systemare elicited. Applying these methods in the case study at the LM, helps structure the
business pcesses and elicit the software system requirements. Sirfmgsihess processes
models are creatdd cooperation with the representatives fromlitve and based on their
current processes, the resulting modmisl software system requiremenisscribe heir

actual business processes.

Keywords: Structuring and Modelling Business ProcesdRsguirements Elicitation,
BPMN.
CERCS: T120, Systems engineering, computer technology

Ariprotsesside struktureerimine ja nduete valja selgitamine Eesti
Kirjandusmuuseumis

LUhikokkuvote:

Suurtes organisatsioonides voib esinguableeme ariprotsesside struktureerimisega.
Sageli kasutatakse ariprotsessidgekitamiseks graafilisi mudeleitllidiselt ndustutakse,

et keerulisi ariprotsesse on kergem madista, kui neid &igkse kollektsiooni vaikemate ja
lihtsamate mudelitena. Protsesse kiljgad mudelid on samuti olulised informatsiooni
allikad tarkvara siusteemi n@te valja selgitamisel. Selles bakalauretdges kasitletakse

Eesti Kirjandismuuseumi praktilist juhtumikuna neil esinelprobleeme ariprotsesside
struktureerimisega. Variatsioonidega ariprotsesside modelleerimiseks Kisfandseumis
kasutatakse dekompitsioonist ajendatud ariprotsesside modelleerimise meetodit.
Koosttos Kirjandusmuuseumi esindajatega kseanudelid, mis kirjeldavagktuaalseid
ariprotsesse. Protsessi mudelid koostatakse kasutades BPMN normatiive. Jargmisena
kirjeldatakse tarkvara stisteemi poolt ariprotsessidele patigésteemiuge Kasutades
protsessi mudeleid koos tarkvara suste@mikirjeldusega ning BPMN mudelitest nduete
tuvastamise meetodit selgitatakse valja nduded tarkvara slsteemile. Nende meetodite
rakendamine Kirjandusmuuseumi juhtumis aitab nende &ariprotsesse struktureerida ning
tarkvara stusteemi ndudeid valja selgitadan& ariprotsesside mudelid luuakse koostoos
Kirjandusmuuseumi esindajatega ning kuna nende mudelite aluseksktoaalsed
ariprotsessigsiis tulemusena saadud mudelid ja ndudmised tarkvara stisteemile kirjeldavad
Kirjandusmuuseumi tegelikke &riprotsesse.

Votmesdnad:Nouete tuvastamine, ariprotsesside modelleerimine, BPMN.
CERCS: T120, Susteemitehnoloogia, arvutitehnoloagia
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1. Introduction

Organisations often havergblems with structuringbusiness process models in an
understandable wdy]. In order to create comprehensible process mod&sagreed that

a complex business process should be captured as a collection of smaller and simpler models
[1]. For dividingbusiness process Milani [1] proposes a decompositialiven method

for modellingbusiness processes with variatiSoftware ystems are often described with
graphical model$2]. Understanding the actual needs nfaganisation helps create an
effective software systef@]. Requirements elicitatiols about discovering the needs of the
users and learning the environment, and the primary source for requirements elicitation is
thesoftwae system that is currently being ug@dl For eliciting requirements from models,
Valvas[2] proposes method for requirements elicitation from BMPN models.

This leads to théollowing research gestiors:

RQ1: What is the applicability othe method formodelling business processes with
variation [1]? In other words, we will study if this method helps structuring
business processes in an organisation

RQ2: What isthe applicability of themethod for requirements elicitation from BPMN
models[2]? In other words, we will analyse whether this methelps eliciting
requrements from the BPMN models.

In order to answer these research questibiescase of theM is considered. The different
departments of theM all have different business processes. Due to historical reasons there
is currently no full documentation of the business processessaftdare system
requirements at theM and they hee problems managing their business procedsdhis
thesis, the business processes of.Meare elicited using the method foodellingbusiness
processes with variation and the method for eliciting requirements from BPMN models.

In this thesis, one ahe main businesgrocesses ahe LM is analysed Specifically the
subprocess of analysing information and uploading analysed material is chosen for further
investigation. Out of the four departments of tiM, three will be interviewed to create
business process modedigr each One departmens thenchosen for eliciting requirements

for the software system. Out of the process of analysing information and uploading analysed
material, the suiprocess of Witising is selected focreating requirement spifications.

First the businessprocess models are created using the metbodnodelling business
processes with variation proposieg Milani in [1]. In order to create the process models,
first the main processes of thé/ are elicited. Then the main process of analysing is
decomposed and the splocess of analysing information and uploading analysed material
is then decomposed into spbocesses for each department. Each departmenthe
process is decomposed until suebdlof detailthat no sukprocesses remain in the process
model. Then the model is presented using BPMN and the data objects are described. Once
the models are presented, the requirements elicitation fronpriteess ofanalysing
information and uploadingnalysed material is performed for one of the departments. For
the subprocess of @jitising, requirements specifications argeatedusing the methoébr
requirements elicitation from BPMN models propobgd/alvasin [2].

The thess is structured as follows: Inh@pter 2 the background for the work is described.
Overview of business process management, business process model and notation and also
requirements engineering is given. Then the method for modelling businesspsoah

variation and the method for requirement elicitation from BPMN maatelsntroduced. In
Chapter 3 the analysis method, the case description and overview of theudgsesults



are explained. In Rapter 4 the case study at ttM is conducted ad the busiass process
models created. Inl@&pter 5 the requirements elititan for EKLA is described. In Rapter
6 the conclusion of the work is presented.



2. Background

In the following chapter the background of this thesis is described. Introduatibasibess
process managemg(@PM) andto business processodel and notatio(BMPN) are made.
Then requirements engineering is described. Finally a method for Imgdblisiness
processes with variation and also a method for requirements elicitatioBR&MN models
is introduced.

2.1 Business ProcesManagement

Dumas, La Rosa, Mendling and Reij¢8} describe theBusiness Process Management

(BPM) as ascience of overseeing howowk is carried out in an orgamion in order to

guarantee consistent outcome and discover possible advancehheytadd thaBPM does

not focus on improving an individual s6 way
chains of events, activities and decisions that add valuetto the customer and ¢h
organigtion.In order to define a business procasdBPM, some keywordare introduced

first [3].

An eventcorresponds to things that happen atomically an@ mavduration but an event
cantrigger the execution of serie$ activitiesthat each take timdf an activity is quite
simple and consideresingle unit of work, it is calledtask Typical processes also involve
decision pointsthat affect the way a process is executed, diffeaetars(such as humans,
organistions and software systempjyysical objectgsuch as equipment, materials) and
immaterial objectgsuch as electronic documents, electronic records).

An executed process can lead to one or sevatabmeshat ideallyare positive andeliver

value tothe actors involved in that process. Sometimes that value will not be achieved at all
or it will be achieved partialland that corresponds tanagative outcomeThe actors that
consume the output play the role of thesstomersand the customers can hiéher internal

or external to the orgaration.

Having introducedthese keywords, a definition can be usedousiness process is a
collection of intefrelated events, activities and decision points that involve different actors
and objects, and collecively leads to an outcome that can be of value to customers.
Business processes are the focal point of BPM since it is a collection of methods, techniques
and tools to discover, analyse, redesign, execute and monitor these business processes.
Generally, tle purpose of executing a BPM initiative is to make sure that the business
processeslwayslead topositive outcomes and also deliver maximum valtlee BPM
discipline is described in the BPM lifecycle modeFigurel.

The initial phase in the BPM lifecycle is termedpascess identificatioand the main tasks

are identifying the processes that are relevant to the problem on hand, determining the scope
of these processes and then identifying the relations between these prddestest phase
produces the process architecture, typically a collection of processes and the different
relations between these processes. Itmportantto define the process performance
measures that will be used for deciding what shape the pracessTihe most recurrent
classes of measure are epstated, timerelated and qualityelated especially the error rate
which is the percentage of times that an execution of the process ends in a negative outcome.

The second phase callpdocess discoverfalso calledasis processmodelling aims to
understand the business processes in detail and produce one or sesgral@sss models

that reflect the understanding that people ia tnganiation have concerning how the work

is done. These documerdse most commonly a combination of diagrammatic process
models (flowcharts) and text. Diagrammatic process models usually consist of activity



nodes that represent units of work, control nodes that capture the flow of execution between
activities and posBly also event nodes which tell that some events may or must happen that
require a reaction. Flowcharts can also be divided into swimldsa¢sndicate different
organistional units.

Process
identification

v

Process

discovery \

Process
analysis

/

Process < Process
implementation redesign

Process
monitoring and
controlling

Figurel. BPM lifecycle adapted fronji3]

Once the ass process has been described in detail, the gedecalledprocess analysis
starts In this phase the issues in the-imgroces are identified, analysed and then
documented. When the issues have been analysgga@ssibly quantified th@rocess
redesign(also called process improvement) phase follows. The goal of this phase is to
identify and analyse potential remedies that would help to address the issues identified
previously. Multiple possible options are saeredor addressing a problem since making

one change in the process to solve one issue could possibly cause other issues later.
address the issues identified in thesaprocess, a redesigned versionkieoversionpf the
processs proposedluring the phase gérocess redesign

In order to execute the-twe process the necessary changes in the IT systems and in the
ways of working need to be implemented. This phase is callgurdlcess implementation

phase and it usuglinvolves two aspects: oagisational change management and process
automation Once the redesigned process has been implementedlikely that some
adjustments are needed in order to meet the expected results. This final phase is called
process monitoring and controllirgndits goal is to collect data and examine it closely in

order to determine how well the process is performing. The changes executed in process
implementation phase may cause new issues to arise and hence creating a need to repeat the
BPM cycle on a continuousasis.

In this thesis, the firsthree phases of the BPM lifecycle (process identification, process
discovery angbrocess analysisvill be executedA popular standard nowadays for process
modellingis called Business Process Model and Notation (BPMNyas released by the
Object Management Group in 2014s BPMN is a widely used standard it is also used in
this thesis for business process management.

2.2 Business Process Model and Notation

In BPMN documentatiorj4], the descripons are as followsa process is represented as a
graph consisting of activities, events, gateways and sequence flow. The symbols which
make up the process flowcharts are showigure 2.
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Figure2. BPMN symbols adapted froni3] [4]

The event that starts a process ®aat eventthat has a descriptive label stating why the
process is initiated start event is represented with a circle tes a thin borddB8], it has

no incoming sequence floand it has a triggeAn activity thatis considered a single unit

of work iscalledataskand itis represented bg rectanglevith rounded cornerandhas a

task descripon. If an activity is considered more complex than a task it is represented as a
subprocessrectanglewith rounded cornersA sub-processhas two views: expanded and
collapsed viewModels also have many decision poifdtso calledgateway¥ where the
process can split into several alternative paths.two type®f gatewaysised in following
models are exclusive gateway and parallel gatewayexclusive gatewayepresents a
decision point where only one outgoing path can be followgzhrAllel gatevay represents

a point in the processherethe sequence flow s intoseverapatrsthat run parallelAn
intermediate evenndicates that something happens that affects the flow but it does not start
or terminate the process. It is represented withicde with a double lineData used for or
created during a task is described @t object When a large amount of data is used or
created it is represented withdata collection A process ends with and eventhat has

no outgoing sequence flown# events are represented by a circle that has a thicld]ine
andit has a label describing in which state the process dftled

When a process involveifferent participants in a collaboratitime flowchart is represented

in apool A pool isdivided into separatesivimlanedo partition sets of activities from other
activities(seeFigure2). Lanes extend either vertically or horizontally the full length of the
pool.In the example pool labeleédompanyare two separate swimlanes labetéel worker
andManager Theconnecting object that shows the order of the activities in the model is
sequence flovand each flow can only have one source and target. Sequence flow is
represented with a solid line&sequence flow can also be controlled #reh it is subject to
conditions or dependenciddessage flovis used to indicate the flow of messages between
two participantsA connectingobject that connects ttata objedis a caled anassociation

and it is represented as a dotted line with an arrowhdaalfull set of available elements

is described in the BPMN documentatidi.

2.3 RequirementsEngineering

This description of requirements engineeringffered by Kotonya and Sommerwillg].
In order to reuse knowledgs solvinga problem the process needs to be documented.
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Processes are a fundamental part of everyday activitiassaiadly the details are explained

by descibing the process. The level of detail that the processes are defined at varies largely,
it depends on the complexity of the process, the presumed actor and the expected
environment. Processes can also be design processes that require creativity, people
interaction, engineering judgement, background knowledge and experience. There is a wide
range of possible outputs of a design process that all satisfy the inputs Ajyidesign
process can ndie automated naran it bespecified in high level of detail. dguirements
engineeringRE) process is considered a design process with a set of inputs and outputs
visible inFigure3.

Existing systems information —> —> Agreed requirements
Stakeholders needs —>

Organisational standards —> e IRl

. ' —>» System specification
engineering process

Regulations —>
Domain information —> —»  System models

Figure3. Requirements engineering process inputs and oyipdépted fron5]

There are five inputexisting system informatigimformation concerning the functionality
of softwaresystem to be replaced or other systems that interact wistakgholders needs
(description of what they need from tleeftware system), organisational standards
(standards in the orgaaison concerningoftwaresystem development practice, quality
management, etc.jegulations(external regulations that apply to the system) @omain
information(information concerninghe application domain of theoftwaresystem). Three
outputs of theRE process areagreed requirement&escription of thesoftwaresystem
requirements that stakeholders agree with and underswstigm specificatiofdetailed
specification of thesoftware system functionality) andystem model&escription of the
softwaresystem from different perspectives using models such adldatanodels, object
models, process models, etc).

In Figure 3, the RE process is presented &slal ack box6 but in pract
very variable due to a number of factors that contribute: technical maturity (the technology

and method used for RE), disciplinary involvement (the types of engineering and
managerial disciplines involvedn i RE), organiational culture (the culture of an
organiation has important influence on all business processes including RE), application
domain (different types of RE processes are needed for different types of application
systems).

In order to describe process in detail and create a complete understanding of the process
several different types of models giving different process information are needed. The types
of the models depend on the expected use of these models. Some of the different types of
modek: Coarsegrain activity modelgdescribe the context of different activities in the
process, usually the starting point for process descripfiagjgrain activity modelgmore

detailed models of a specific process)e-action model¢show the rolesral actions of the
different people involved in the process) agmtity-relation models(show the inputs,
outputs and intermediate results of the process and the relationships between them).

Since the RE process varies widely it is not advisable to suggaedeal RE procesand
impose it on every orgaraion, but instead organisations should stathai generic RE
process (sekigured) and then instantiate this into a detailed process suitable to their needs.

10
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Figure4. Coarsegrain activity model of RE procesadapted fronfi5]

In Figure 4 the activities have no distinct boundaries since in prattiese activities are
interleaved and there is & lof iteration and feedback between the activities. The activities

of the RE process areequirements elicitatior(the software system requirements are
identified through discussions with the stakeholdso$twaresystem documents, domain
knowledge andhe market studies)equirements analysis and negotiatigim detail
analysis of the requirements and negotiations with the stakeholders to decide on the set of
agreed requirements for teeftwaresystem) requirements documentatigthe previously
agreedon requirements are documented in a way that is understandable by all system
stakeholders) ancequirements validatioichecking the consistency and completeness of

the requirements in order to detect problems).

Requirements elicitation and analysis isamplex negotiation process that involves all
system stakeholders. The requirements elicitation process consists of four main
components: application domain understanding (knowledge of the general area that the
system is applied in), problem understandidgtails of the specific customer problem),
business understanding (knowledge of how Hudtware system contributes to the
development of the organisation) and understanding the needs and constraints of system
stakeholders (understanding which work preessthesoftware system is intended to
support and also the role of existisgftwaresystems in those processes).

Most of the knowledge gained during requirements elicitation comes from reading existing
documents about treoftwaresystem and talking tpeople involved with the system. The
result is a large amount of information and there are three fundamental ways of structuring
this knowledgepartitioning (systematising information into collections by the relationship
where the knowledge is described ferms of its parts)abstraction (systematising
knowledge according to general or specific relationships by relating specific instances to
abstract structures) amtojection (systematising knowledge from different viewpoints
since different sources coiftute different information about tleaftwaresystem).

2.4 A Method for Modelling Business Processes with Variation

In [1] [6] it is notedthat large andomplex process models are easienridersandonce

they are decongsed into smaller suprocessesArchitecture of a process is visibie
Figure5. The highest level of process decomposition igtteeess mapan abstract model
demonstrating the processes of an organisatiod defining their relationships. The
processes on the highest level are eitwre processegserving external customers) or
support processeserving internal customers). Both core and support processes have a
main procesga process that does notldreg to any larger process). A main process is
decomposed intsubprocessethat are processes on their own and can also be decomposed
into subprocesses. Decomposition is final once a-grdeess only consists attivities
Process architecture shouldnsist of 45 levels and even more levels can be adtled
necessary

11
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Figure5. Process architecturitustration adapted fronfil]

For modellingfamilies of process variants,is proposedl1] [6] to usethe decomposition

driven method that considers both the business reasons and the similarity of variants. During
discovering process models or consolidating process models, collections ofsvaeiatto

be managed and the decomposHisiven method can be used for both. The method
suggests that deciding on whether to model different variants together or separately, should
not be done at thievel of the toplevel processinstead it should beahe between the
process decomposition sted3ecisions to model suprocesses together or separately
should be taken in an optimal point in the process hierarchy, which depending on the process
might happen on a higher or a lower level. For eackpsabes, the consolidatemiodelling
approach should always be considered first until it is evident that the fragmented approach
is more favoredThe steps oflecompositiordriven method are visible iRigure6.

The goal of the first speof the decompositicdriven methods to model the main process

in cooperation with the domain experts and business stakeholders and also to scope the
process on hand. Major milestones are identified (usually around -precésses) by
applyingntibree&pmposition heuristics by:
process, identifying in what conditions the process ends, determining the major steps needed
to getfrom start to end, organigy the sukprocesses (so they are in the order that they are
executed in).

The goal of the second step is to elicit and classify the different variants inducaigiipn

drivers. To elicit the business drivers, the framework visibleg=igure 7 is used. This
framework describes an orgsation as a system operating inside of another system that is
bigger. The factors from the larger system affect the organisation and cause variability in
its business processes.

To elicit the business drivers two rounds of questions (in relation to dheevvork) are
asked. First round is about: the products/services the main process produces, who the
customers are, where are the products distributed, how the products/services are produced,

12



whether there are any circumstances (external) that require readiffgrent process. In

the second round of the questions, all the categories of drivers are further investigated and
clarified. The output of the second step is a collection of possible variation drivers (the
implicit branching points of the process).

9
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Figure6. Decompositiordriven method stepsadapted fronfl]

Business Environment - WHY?

8 Time - WHEN? =
l l Market - WHERE?
Recources Any Organisation
Products/ Customers and
R 1 Services - stakeholders -
Operational - HOW? WHAT? > WHO?

Figure7. Variation drivers famework adapted fronfil]

Branchirg points are either fieed asdecision orasvariation poins. Variation points are
identified first since the outgoing branches of a variation point are considered viable
variants. To elicit viable variants, the first step is to identify all branching points in the
process madel. Then each branching point is assessed to classify it as a decision or variation
point. Viable variant is considered to be an outgoing path from a variation point that has
similar input and/or leads to similar output as the other outgoing paths fabmattiation
point. To assess each decision point questions are asked about: the similarity of the starting
events, the similarity of the outcomes, whether the variants are closely related. If a variation
point is identified, the variation options are detamed and then the variation driver is
identified.

As the viable variants and their business drivers have been identified, the third step is
assessing the relative strendtmportance)of the variation driversThe strength reflects
the level of investmas needed to merge the variants induced by the driver and also the
level of management. Very strong drivers require the variants maoaged separately.

13



Strong variants can in principle be merged so they could be managed together but it would
require sgnificant investments and decisions from higher management layers. Somewhat
strong drivers generate variants that differ only in minor details and can be managed
together without any decisions from upper management but with decisions from low or mid
layer of management. Not strong drivers generate variants that can be merged or kept
separate without it playing a significant role@ determine the strength of a driver, questions
are asked about: whether merging the variants is possible, how much investuo&ht w
merging the variants require, from what level of manas@mould decision be required.

Identifying existing variants for each spbocess and for each business driver is done in
step four,identifying the variants of each syibocess For each suiprocess, the existing
variants per driver are added into the variation matrix (rows correspond to business drivers
and columns correspond to spiocesses identified in step 1). One cell in the variation
matrix lists the variantof a subprocess induced ke driver (listed irdescending order

of strength).

The fifth step igperforming similarity assessment of variants of eachmoloesgon a 4

point scale). The assessments used are: identical, very similar (no significant differences),
similar (clear simarities), somewhat similar (some isolated parts of the process are similar)
and not similar. Result of this step is an annotated variation matrix including the similarity
assessment. Having the strength assessment of the drivers and the similarity tetwee
variants, the next step ¢é@nstructing the variation majpn this step, the decision to model

the variants in a consolidated or in a fragmented manner isusamg the decision matrix
described irFigures8.

Strength of
Business Driver
‘.
=2
>3 Separate
o v Separate
5 Together
)
=
g = Together
[=] 1
el Together U
o
E 5 Separate Syntactic
7 Similarity
Very Similar Somewhat Mot
Similar Similar  Similar

Figure8. Decision matrix for modelling variantadapted fronfil]

The variants inhe top left and lower right quadrant are mddel togetler or separately
depending orthe current process decompositienel (levels 1-3 are considered dsgh
levels). On a higher level girocess decomposition, if the variants are similar but the driver
is very strongthenthe driver prevails and the variants are miateseparately. On a lower
level of process decompositiahthe business driver is weak kthe variants are not very
similar, thenthe syntactic driver prevails and the variants are nhededeparately. The
output of this step is a variation map that consists only of tasks and splits representing the
separation beteen variants. In the variation map of the first level of process decomposition
each sukprocess variant is in turn decomposed into a ldeesl process model and steps
2-4 are repeated on that level. After having completed the stegels need to be +e
modelled (process model consolidation)rapdelled from scratch (process discovery).
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The last step is titledata objects and resource driven variatidrhe variability induced by

data objects and resources is visible only in models on the lowest levebcdsp
decomposition (on that level the input and output objects and the performersci).

On that level it is decided whether to model activities in a consolidated or fragmented
manner based on the strength of the data objects or resources anildugty of the
underlying procedures.

2.5 Requirements Elicitation from BPMN Models

The requirements elicitation method described by Vd®Rpwill be used as a guide in the
elicitation praess.The results of requirementsication will be a set of requirement
specifications. The template of requirements specifications is visiblgume9.

Component Description
1D:
Business Process (optional):

Activity:

Goal:

Primary Actor:

Trigger:

Steps of activity Operational steps:
(positive scenario): Step1:...

Step 2:...

Alternative paths:
Incase 1: ..
Incase 2: .

Failure conditions and handling

Figure9. Requirementgecification emplate adapted fronp2]

The methodfor requirements elicitation described by Valh@$ proposes steps to be
followed when discussingvery activityduringthe meeting with the domain expert3.his
method also proposes a set of questionse asked during every step of the requirements
elicitation processlhe process done with every activity can be divided into 7 main steps as
visible inFigure10.

The goal ofdentifying relevancys to verifying if the activiy requires some soof software
system support and as suwds a need for specifying the functional requiremeansd also
verifying whether any externaoftwaresystems are involved during that activity. If the
activity is relevant, a unique ID is gineto it. Thus thelD field in the requirements
specification is filled in and also the name of @b@vity and thebusinesgprocesst belongs
to.

Relevant — - —
Identify Elicit Elicit Elicit Elicit Elicit Elicit failure
e goa || actor [ gger J*|cPeatonl 7 sterate o contns
s e ; . 9 Activity is
frte examined
chosen Not relevant

Figure10. Steps of requirements elicitatiorethod adapted fronfi2]

During goal eliciting the purpose is to descrildat that activity is aiming to achieve in
order to meet the interests of the stakeholders. Alsofdrm and format of the goal is
describedThegoal section of the requirements speatfion is filled in.

Duringactor eliciting the actor performing the activity is described. The actor can be human
or a resource (nehuman, for example machine, information system) but it might not be

15



the one doing all the operational steps in this agtifa human might use a computer
program).Theactor field in the specification is filled in based on the imhation.

The goal otliciting the triggeris to describe how the actor knows when to start the activity.
There are three possible options: rerg\a message (verbal message, email, horn sound,
etc. ) ; activity starts at a certain time
activity has finished (only possible if the both activities are performed by the same actor
and thus the acténows when to start the next activitfhetrigger field in the requirement
specification is filled.

In order to reach the goal of the activity one or many operational steps must be completed.
There might be different ways of reaching the goal but indt@p:eliciting operational

steps the standard set of operational steps are desciilbede are three possible types of
operational steps: actor interaction (interaction with some other actor pegsen, the
computer system, an external system), acterification (verifying if some conditions are
met), internal actionspftware system changes some data e.g updates some fields in
database, enters to lo@Gheoperational step$eld in the requirement specification is filled

in.

During the elicitationof operational steps, a standard set of operational steps was described
but in addition to that set alternative paths could be taken to achieve the goal. These sets of
other operational steps are elicited durielgciting alternative aths The subsection
alternative pathss filled with the information in the requirement specification.

In situations called failures in the method, it is not possible to execute all the steps needed
to achieve the goal and the activity is interrupted. Such failures usealiysome additional
actions to be taken. Durirgdiciting failure conditions and failure amagemenstep, these
conditions that cause an activitybe interrupted or not executed and also the activities this
failure causes, are elicitedll gathered infomation is specified in th&ilure conditions

and managementield in the requirement specification.

2.6 Summary

In this chapter the background fdinis thesis waspresented First business process
management anBPMN were introduced. Thetie requirements egineering process was
explained. Finally the methods fonodelling business processes with variation and
requirements elicitation from BPMN modelgredescribed.
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3. Analysis Method and Case Description

In the followingchapter, a detailed description oéthnalysis method is given. Thitiows
thecase descriptioand the overview of the case study results.

3.1 Analysis Method

Analysis workflow can be divided into two partbusiness process elicitatioand
requirements elicitatiarThe analysis workflow oftis thesis can be seenkigurell The
business proceswodellingis conducted following the method proposed by MilHii
describedn Section2.4. Thefirst step ofprocess elicitation is to create LM process map
and elicit main processeSdction4.1). Then the scope of the study is defined: analysing
information and uploading analysed mate(¢ction4.2). Orce the scope is defined, the
variation driversare elicitedfor the process of analysing information and uploading
analysed materigbectiord.3). Then the relative strength of the drivers is asse &sdion
4.4) and the variants of each sphocess are identified@éction4.5). Next the similarity of
each variant is assess&e¢tion4.6) and based on the results a variation map is caristfu
(Section4.7). Then for each department, the business praoeskellingmethod Section
2.4) is applied and the process models are elicettfonst.8-4.11).

The second part of the analysis workflow is requirements elicitation, fiestscope is
defined forspecifyingsoftwaresystem support: EKLA process of analysing information
and uploading analysed materigkgtion5.1). Then thesoftwaresystem support for EKLA

is defined and the requirements elicit&g¢tionh.2-5.4). Nextthe scope for requirements
elicitation from BPMN models is defineds &EKLA subprocess of witising and the
requirement specifications are creat&ggtion5.5). Finally the conclusion is presented
(Chapter6). Throughout the analysis process, the continuousatimit and validation of
the elicited business processes is done incorporation with the LM.

1. Create LM process and elicit main processes vl
A4
2. Define scope: analysing information and upload —
analysed material T
v
3. ldentify variation drivers Z =
\4 c ®»
4. Assess the strength of the drivers Wil -% e
A4 = g
5. ldentify variants of each sub-process wa - @
¥ 28
6. Assess the similarity of the variants < g g
\ 4 2w
w
7. Construct variation map < «g 2
\ 4 =g
(]
8. Elicit business process models for each department P @ 3
v 23
3 =
9. Define scope: EKLA process of analysing information — S S
and uploading analysed material M § &
\4

10. Specify system support and elicit system requirements

11. Requirements elicitation from BPMN models
\ 4
12. Conclusion

NN

Figure1l Analysis workflow
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3.2 Case Description

The case of this thesis is descrilped[8] as follows The Estonian Literary Museu(hM)

Is a state institution that operates in the area of government of the Ministry of Research and
Education.It was created on the basis of the Archival Library (founded in 1909), the
Estonian BibliographyFoundation (founded in 1921), the Estonian Folklore Archives
(founded in 1927) and the Estonian Cultural History Archives (founded in IB29)nain
activities include research in the fields of folklore, religions, literature, art and culture,
cultural hstory, life writing, ethnomusicology and bibliographyM participates in the
respective research and development activities of the field like strategic and systematic
collection, longterm preservation and schdiastudy of cultural heritage. The LM als
makes availablédoth the results of the scholarly research ahd source materials in
publications as well as in digital environments and also as a public service.

LM is divided into four main departments: Archive Library (AR)gepartment of
Folkloristics(FO), Estonian Folklore Archive (ERA) and Estonian Cultural History Archive
(EKLA). The main purpose dKLA s to collect, organis, preserve and make accessible
culturally important manuscript source materials, photographs, artwork and audiovisual
matrials. The archive consists of 402 manuscript funds that mainly are individual
collections butalso some institution or orgaaison collectionsERAIis Estonian central
folklore archive and its main purpose is to capture as diversely as possible, manuatai
also make accessible naorstitutional intellectual culture phenomenaAR collects,
preserves and makes accessible all types of publications: books, periodicals, geographical
maps, sheet musipamphlets. The main goal BD is to introduce Estoniafolklore and
folkloristics both in Estonia and abroad. Main activities include research in various types
and genre of folk poetry like metaphors, folktales &oi@ religion also analyisag the
expression and context of folklore in new media, the naturegatt ofhumourin culture

and popular knowledge in astronomy, botany and medicine.

In the LM, there are several software systems used. The database management system that
manages data in database (DB) called Kivike will also be referred to as Kivikeg thue

rest of the thesis. The database management system that Manages data in a DB called Ellen
will also be referred to as Ellen.

3.3 Overview of Case Study Results

The results of the case study are illustratedigure12. The cae processes of the LM are
identified asRegistering, AnalysingndScientific Researchn theanalysingprocess, two
subprocesses were elicitedfet information uploaded during registerirand analyse
information and upload analysed materidor the pocess ofanalyse information and
upload analysed materidlusinessrocess models are created for EKLA, ERA and AR
departmergusing the method for modelling business processes with variatioBésten
2.4). For EKLA depantnent software support @efined for sukprocessedigitising, Insert
into DB andAdding presentationg-or the process dafigitising requirement specifications
are created using the method for requirements elicithtoom BPMN models $ection2.5).

The main esults of this analysis include:

1 business process models with variation of AR, ERA and EKLA, presented in
Sections4.8-4.10,

software system support for EKLA busess processes presented in Sectois.4;

1
1 requirements specification for digitising process, presented in Séckon
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Figurel2 Results dthe case study

3.4 Summary

In this chapter the analysis methoddifsr the case study at the Livas described in detail.
Then followed the case description introducing lthé and the four departmentSinally

the overview of casstudy results wagiven.
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4. Case Study at the literary Museum

In the following chapter, the results of the case study at.kheare describedFirst the

process map and the main process are elicited. Then the scope is defined and the variation
drivers for the procesare elicited. Net the relative stnegth of the variation drivers is
assessed, the variants of each-gudressareelicited andhenthe similarity of the variants

is assessed. Then the variation map is constructed. Finally the business process models are
elicited for the departments of the LM.

4.1 Process Map and Main Process
Thecoreprocesses of the LM are represented in a Process/igiafe in Figure13.

Literary Museum

Core Processes

Collect and describe
information

Analyse information and
upload analysed material
(During Analysing)

Compile new and
relevant material
(During Scientific Research)

(During Registering)
+ |+

3

Figurel13. Literary Museum processan

The first core process ®llecting and describing informaticend these actions are done
during registering. The second core procesanalysng information and uploading
analysed materiadnd the adbns are performed during analyg. The third core process
done during scierfic research i€ompiling new and relevant material

A more detailedlescription of registeringgnalysng and scientific research processes can
be seen ofrigurel14.

g: Get addltlonal Describe Upload
= information information
= Collector g] g] ollector has
@ | hasinfo = Y : uploaded info
Dloswbmit | 1 ] g
¥ Il Il 17— Il
Info from Request Collected Systemlsed
system info info info
E - Get inform ation Analyse inform ation
S|l o —
ol c {0 /‘_u uploaded during and upload analysed
S|4 . registering material
S5 Collector has Tﬁ @ Material is
> E uploaded info analysed
©
a ............... ||| é ..............
= Analysed material
S
= . Get analysed Getadditional Compile material
[1+] T
o ) material from information (relevantand l;lr:o;:ran:lar:;wn .
& Material has Syg]em from %stem new |nf®matlon] ) Researcher
o been analysed i ; has uploaded
= I e N the new materia
E Il Il Il Il
3 Request Info from Com piled Relevant

info system material com piled material

Figure14. Registering, analysing drscientific research descriptions

Registeringprocess starts when the collector has materials that need registering. The
collector can request for additional information from Huftwaresystem and use that
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informationfor describing the materiaDuring the description of materiathe collector
inserts collected info and uploads #ystemisednformation. The registergqprocess ends
once the systenesl info has been uploaded.

Analysng process starts after the ladtor has uploaded the systeedsnfo. The first step
is to get the information that the collector uploadedrdy registering. That systeris info
will be used in the following process where this information Wwél analysed and the
analygd material will be uploaded.his process ends omcthe analysd material is
uploaded.

Scientific researclprocess starts once material has been analysed and uploaded. The first
step is to get the analysed materials fromstbfewvaresystem. Themdditional information

is requested from thsoftwaresystan. Once info is received from thsoftwaresystem,
compiling new material begins. Thehe relevaat compiled material is uploaded. The
process ends once the researcher has uploaded the new material.

4.2 Defining Scope

Out d the three main process flowsgistering, analysingandscientific esearchthe focus

of this thesis will be on thanalysingprocess. During analysy, two activities (both sub
processes) are done: getting information uploaded duringteggis and also analysy
information and uploadmanalysed material. Out of these two activities, the focus in this
thesis will be on the lattefhe main process under study is visiblé-igure15.

O_ Analyse information and
- upload anaed material
Information uploaded Analysed material

during registering has has been uploaded
been collected

Figure15. Main process: Analyse information andagud analysed aterial

4.3 ldentification of Variation Drivers

To elicit the business drivers, two rounds of questions were asked from the representatives
of each department of the LNuring personal interviewd he aim of the first round is to
identify the exstence of driversDuring the interviews it quickly became apparent that the
departments operate differently due to historical differences in the procEsség.omain

points elicited during this phase were: (1) The products produced by differeninakepart

are different due to the difference of their respective fields; (2) sinceutputsare
different, the proess of producingariesform one department to ather.

The second round of questions aims to identify and classify the viable variantsqutdgu

the driversThe answers show that: (1) the variants all have identical starting points; (2) the
variants produce very similar outcomes; (3) the variants are closely related to each other.
These results imply that the variants of the variation @oitiable.

4.4 Assessinghe Relative Srength of Variation Drivers

The assessment bases on two aspects: (1) the level of investments needed to merge the
variants produced by the driver and (2) the level of management needed to make the decision
of such chages. The assessment of the strength of the variation driver was conducted during
interviews with the representatives of the LMlthough the process of different
departments varies due to historical reasons, the merge of the variants is possible. As the
result, he variation driver that produces the variants for each departments is induced as
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i s t rsinced@merge would require significant investmearid alsotlie standardisation
would require decision from upp&vel management.

4.5 ldentifying the Varia nts of Each Sib-process

For the variation driver identified fme, the existing variants of theubprocess are
identified in collaboration with the representatives from the Ole composed variation
matrix is visible inFigure 16.

Analyse information and
upload analysed material

EKLA Analyse inf. and upload analysed mat. EKLA
ERA Analyse inf. and upload analysed mat. ERA
AR Analyse inf. and upload analysed mat. AR
FO Analyse inf. and upload analysed mat. FO

Figure16. Analyse information and upload analysed mateXakiation matrix

4.6 Similarity Assessment of Each Yriant

The similarity for each variant subset is identified and graded epand scale: (1) very
similar, (2) sinilar, (3) somewhat similar and (4) not similar (identical variants are marked
accordingly as identical). The annotated variation matrix was developed in cooperation with
the representatives from the LM and the matrix is visibleigure17.

EKLA| ERA | AR | FO
EKLA| o | 3 | 3 | 4

| 3 4

ERA | 3 |

AR 3 3 \égﬁ“cb\ 4
FO 4 4 4 &

Figurel7. Analyse information and upload analysed mateAahotated variation matrix

4.7 Constricting the Variation Map

The strength of the business driver and the similarity assessments of variants are used to
decidewhether to model these variants in a conciliated or fragmented manner. To make that
decision, the decision matrix Figure8is used.

Since the strength of the driver was grade:¢
wer e graded as either A(3) Somewhat similar
bemodellal separatelyThe resulting variation map is visible kiigure 18.
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EKLA- Analyse inf. and
upload analysed mat. .
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Analyse information and
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ERA- Analyse inf. and

upload analysed mat. '

AR- Analyse inf. and
upload analysed mat.

FO- Analyse inf. and
upload analysed mat.

Figure18. Analyse information andpload analysed materidfariation map

The subprocess of thanalysng information and uploading analysed material process (see
Figure14) and the different variants for every department are visibiéguare 19. Each of
the variants will be considered and decomposed in turn in the follsectgpns

' ™y
EKLA
Analyse information

and upln material
J

=

s ™
FO
|—» Analyse information

and upload material
— . @ A
I'\__,/J__P x>

s ™
ERA

|—* Analyse information

and upload material
= -
5]

' ™
AR
" Analyse information

and upln- material
L J
=)

JR—

—@
Analysed material
has been uploaded

Information uploaded
during registering has
been collected

Lol ]

Figure19. Analyse information and upload analysedtarial Process model

4.8 EKLA: Analyse Information and Upload Analysed Material

The process of analysing information and uploading analysed material is decomposed into
subprocesses ifigure20.

( N N [Inserting | [ Adding |
O—>| Sorting ,._}\ Packing H Digitising +| into DB | __presentations__}_'o

Figure20. EKLA analysing process decomposition

The variation driver was identified :adifferent products are produced differently. The
different products are: manuscripts, photos, artwork and sound/video record. During the
driver6s assessment of strength, it became
together, significant inlv&ments would be required, but it would not be impossible. The
merging of these variants would also require decisions from upper layer of management.
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Hence the strength was assessed gwcedsest rong
are visible inFigure2l.

[ N NN [Inserting | [ Adding |
O—>| Sarting ;—r‘ Packing I—) Digitising ™| intoDB | __presenlations__m

Manuscripts | Sort man. Manual Digitising man. | Inserting man. Adding man.
Photos Sort ph. Manual Digitizing ph. In= erting ph. Adding ph.
Artwork Sort ar. Manual Skipped Ins erting ar. Mo presentations
Sound/Video| Sort so. Manual Digitizing so. Inz erting so. 2dding so.

Figure21. EKLA variation matrix

During the similarity assessment of the variants of eacipeutess, it became apparent that
some activities (sorting, inserting into DB) are different fohezriant. In several activities
(digitising, adding presentations) the manuscript and photo variants are very similar, but
other variants are different. Packing activity was the same for every variant. Using the
strength of the driver and the assessmefgnilarity of the variants, variation map visible

in Figure22 was constructed.

) [ R ) (Inserting into | Addlng ;o
{ ?—>| Sorting —>| Packing —b| Digitising —P DB }—>| presentations

[ Sorting Inserting |
__man. Bl | man. info DE! [ Adding man. & |

man. & ph. ph. presentations,
. Inserting ph
p —— to DB
) Digitising I Adding ar.
SR ar. e | presentations |
. J L . Inserting ar.
"Digitising | (_intoDB Adding so. |
50. | presentations |
- / Inserting s0. /
into DB

Figure22. EKLA variation map

Sorting so.

Based on the variation map, the final process model for EKLA is constructed and kiles visi

in Figure23. The process starts once there is information that needs to be analysed. The first
task duringsorting is to divide the complete archive into three: manuscripts and photos,
artwork, sound/video. In case of manusts and photos, the next task is to create a physical
fund reference. Then the whole collection of manuscripts is sorted into series based on the
type. Different manuscript types are: letters, manuscripts, documents, associated materials,
about him/her, ther, published materials. Then the manuscript series are sorted into
subseries. In case of photos the collection is sorted according to the size (format) and then
sorted into series based on type. The types of photos are: portraits, group photos, place of
residence, family, pictures of manuscripts, funeral/grave, works, shows, artworks, other,
negatives and glass negatives. Once the manuscripts and photos have been sorted into series,
the materials are ordered alphabetically and chronologically. The temllesf artwork is

sorted into series based on type: graphics, paintings, sculptures, death masks. The
sound/video collection is sorted into series based on the carrier: minidisc, cassette, tape,
videotape.
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After the sorting, the next step psckingthe materials. During packing, the materials are
numbered and physical materials are packerating digitising and in case of manuscripts

and photos the artifacts are eithegitised or not. If the aiflacts are decided to begitised

then after the iditising task, the presentations are add@dth archival and usage copy
presentations are added and then files are added to both of the presentations. In case of
artwork, there is no iditising performed In case of sound/videoigitising is always
performed.

After digitising and duringnserting into DBthefirst step is inserting the fund into DB. In
case of manuscripts and photos, the fund is inserted into Ellen DB and then the whole
collection is destbed as a dat&ree. For artwork and sound#eo no funds will be inserted.

Then in case amhanuscripts, photos and artwork the metadata of each individiiatiis
inserted into Ellerand then the metadata is aunttically transferred to Kivikeln case of
sound/video the individual artifact metadata is inserted directly into Kivike.

The last step iadding presentationdn case of manuscripts and photos, there are three
possible ways: (1) if the materials neegitising then after @itising both the archival and

usage copy presentations are added and then files are added for both presentations, (2) i
materials were already digigd earlietthen the presentations created previously are linked

to the artifacts, (3) materials do not need to hmtided. In case on sound/video, the
previously dgitised materials are added as archival and usage copy presentations and then
files are added for both of the presentations. In case of artworkgmisidg and adding
presentations is done. The process emie analysed material has been uploaded.

The data collections in EKLA moddFigure23) describe the data inserted into udtware
system.Archival/usage copy presentation metadateludes values: PID, type, subtype,
archive registering date, access, state, title, copyright owner. Data collactioival/usage

copy file metadatés generated automatically by theftwaresystemFundincludes values:

fund type, fund number, fund title, list number, creators, boundary tieslianguages,

size, fund overview, fund formation, storage location, keywords. For adding individual
manuscriptinto database, needed values are: portfolio number, archival unit number,
archival unit title, content keyword, technical keyword, conditiopniagd, language, date,

size, notes, closed until datechival unit PID andile PID. For adding individuaphotq

the values needed are: reference number, photo type, content title, content keywords,
location, date, dimensions, registry number, notesial unit PID, file PID. When adding

an individualartworkrecord into database, the necessary values are: reference number, title,
content title, content keywords, date, dimensions, technique, material, registry number,
technical keywords, condition, tes, closed until date, terms of use, archival unit PID, file
PID. Values needed for addingsaund/videarecord into database: PID, type, subtype,
archive, registering date, catalogue, access, state, institutenesgtitle, copyright owner.

4.9 ERA: Analyse Information and Upload Analysed Material

The decomposition of analysing information and uploading analysed material process into
subprocesses in ERA is visible Figure24. The identification of drivers showed that the

way products are produced varies depending on the product. The different products are
manuscripts, photos and sound/video records. Since the variants generated by the driver
differ only at the level of minor details and whether these variants are manageeéraogeth

not is irrelevant for the upper layer of management. The assessment of strength for that
driver is fisomewhat strongo.
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( j \Information,-’\ DB ,-}\ Dlgmsmg + . presentations -}\ SELITD -){ copy m
Figure24. ERA analysing process decomposition

The identified variants for each spbocess are visibl& Figure25. It is apparent from the
variation matrix, that most variants are very similar. The only variants that are not similar

are the variants epfoce‘sshe Al nsert into DBO sl
Collect Insertinto Digitising ,| Adding | Packing _){Make backup m
( } Information) | DB | | | presentations | | copy |
Manus cripts | Collecting inf. Inserting man. Digitising Adding presentations Manual Make backup
Photos Callecting inf. | Inserting ph. Digitising Adding presentations| Manual IMake backup
Sound/video| Collecting int. | Inserting so. Digitising Adding presentations| Manual IMake backup

Figure25. ERA variation matrix

Using the strength assessment of the driver, the similarity assessments of the variants and
the decision matrix iffigure8 a variation map is constructedhingure26. The variants of

i lenrst i ntmodebaBsepamtelebecause the syntactic driver prevails.
/: Collect | rtinto | o L[ Addi N |, [ Make back
Info?mzttjlon nE;ABE)IBIr1 O_ _Dlgmsmg__,_*__presentlzri]tgilons_,_}_ PR L ? gopayc up-}_)o

h
Inser‘t man. | '

into DB | H
Insert ph. Adding ‘ P ‘Make backup',‘
@% into DB >&< Digitising %P presentatmns > Packing copy ‘

Insert so.
| into DB J

q Collect
{Information |

Figure26. ERA variation map

Using the variation map, the final process model for analysing information and uploading
analysed material process for ERAconstructed irFigure 27. The process starts when
there is information that needs analysing. The first step is collecting information and during
that step three activities are performed in parallel: requesting informationHeoimternal
software system, analysing and composing the necessary information and getting
information from other people by phone calls, emails and conversations.

Next step is inserting into DB. Manuscripts, photos and sound/video records are all added
separately. For each individual artifact the metadata is added into Kivike DB. Then for each
artifact, the makers are linke@uring dgitising, the materials either do not need or in case

of physical materials need bedigitised. After dgitising, archival and usage copies are
added to artifacts and then files are added for both presentations.

Next step is packaging and during that step either packaging is not needed or is needed (in
case of physical materials). If needed, the materials are packaged, @ numbered,
reference and ACT numbers are added to the header. The last step is making backup copies
during which copies of archive copies are imported into the internal server OHTO. Process
ends once the analysed material has been uploaded.

27



papea)dn s
|ELS]EL PSA|ELy

OLHO Jamuas
L=
ojul saidoa

BAlY e JO
sajdoo podw)

S|eUa]EL
abeyoeg
F ﬁ — pappE 24 0} pesUsuoneuasald oy
:c_um«mmnwﬁ :Muﬂmﬂﬂ:mﬁvnw_E d
/X mu_”_mmw/x...” ‘ /X O«m_..ﬂ.__.: Adoa abesn 1o
1ou BuBeyey PRY [EAIYDIIE PPy
W o
BIEDEISLL 31} uogeuasaud
fdoa abesn fdoo abesn
flealy oy Nnenyay
il ]
N =l

|

XX faprann X

BusiyBip oy

[eugEW [Hsil 4

v
B I=y ey
n

=l

gep

soepue | ElEpElU
01 SIS B g - [SIGEETEY
] {5 | PWpuUnos

: ‘ [EnpIApUI

JHIMNH
Ul BjEpERIALWL
pduosnu e
|epbipisaded

[enprapu
pasu|

AHIN A ol

Ienpiapul
m pasu|
N @ep ,TES
pdussnueyy oo punog o101

1]
N

{[]
~

m
~

(1= peway

liea) ajdoad

120 wody
ojul 329

uopelLuCyul
fessalau
Buisodwoo
pue

pasfBue
aq 0] spasu
U Qe Loy

0
BU

Buisfieuy |

wasts
woy oy

Figure27. ERA process model
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The data collections described in ERA model Begire27) representhe values inserted

into the softwaresystem.Photo dataincludes values: PID, additional info, access, state,
archive, catalogue, project, institute, reference, entry date, year, access deadline, usage
limitations, copyright owner, image brand, image size, image quality, paper brand, paper
size, paper quality, archive originablouraion, digitalieer, camera, psons in the photo,
parish, detailed location, content description, photographer, colleckereSound record

data includes values: PID, additional info, access, state, archive, catalogue, project,
institute, reference, entry time, start time, limaatideadline, usage limitations, copyright
owner, data carrier brandgcord carrier brand, digitaés, recorder used, parish, retailed
location, collector, content description, performer, makbfanuscript datacollection
represents values: PID, additadnnfo, access, state, archive, catalogue, project, institute,
reference, name, entry time, size, time period, date, limitation deadline, usage limitations,
copyright owner, keywords, genre, notes, collector, performer, mékaker datancludes
values:PID, additional info, access, state, archive, catalogue, project, name, date of birth,
date of passing, occupation, nationality, biography, notes, email, www, postal address,
phone number, fax, correspondent, residence, part of a collective, placé.o¥hldes in
archival/usage copy presentatiane: PID, type, subtype, archive, registering date, access,
state, title, copyright owner.

4.10 AR: Analyse Information and Upload Analysed Material

The decomposition of analysing information and uploading analyseerial process (see
Figure19) for AR departmenis visible inFigure28.

Q_,‘“,n ort files Insert artifact and|_, | Adding to
P presentations ESTER

Figure28. AR analysing process decomposition

During elicitation of the variation drivers it becamgparent that there are two different
operational ways to complete the process. The options differ in the order of activities:
inserting artifact metadata and then adding presentations; inserting presentations first and
then adding artifact metadata. Frorwsiness perspective the two variants created by the
driver differ only at a level of minor details. From the perspective of upper management it
is irrelevant whether these variants ar@naged together or separately. Thus the strength of
thedriveristaed as fASomewhat strongo.

The variants created by the operational driver are visildtégiare 29. It is visible from the

variation matrix that other steps are very similar excednfert artifact and presentations

During thesimilarity assessment of the variants the variantingort filesand Add to
ESTERwWwer e assessed as Ve ngert atifaoh arld preséntatiodish e v a
were graded as fASomewhat similaro.

Q—»Im Dnﬂes})lnsertamfact and [ Addto |
P presentations || ESTER |

Artifact first | Import files | |nsert artifact first Add to ESTER

Present. first| Import files Insert presentations first Add to ESTER

Figure29. AR variation matix

Using the strength of the driver, the similarity assessments of the variants and the decision
matrix (seeFigure8) a variation map is created visiblekigure30. The variants ofnsert

29



artifact and presentationsare managed separately because the strength of the driver is

ASomewhat strongo and the similarity of t he
is on a lower level of process decomposition, the syntactic driver prevails.

| t fil Insert artifact and Adding to

mport hies presentations ESTER

i’
’

Insert artifact
first

’
’

' Adding to |
\ i ing to |’
'ﬁmpor‘t files ESTER

Figure30. AR variation map
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Using the variation map, a detailed process description is created for AR. The description
of analysing information and uploading analysed materials is visiblagure 31. The
process ofinalysing information and uploading analysed material starts in AR when there
is information that needs to be analysed. During importing files, the first activity is creating
files using ABBY text recognition server. Three files are created: archival €GPl doc

and OCR pdf file. Then the files are imported into Kivike DB.

Next phase is inserting artifact and presentations. There are two possible paths: inserting
artifact first, inserting presentations first. In case the artifact is inserted firBtstlaetivity

IS creating a new artifact in the DB. Then metadata of the artifact is imported from Ester
using the bibliographic record number. Then all the imported fields are verified and
corrected if needed. The next activity is adding archival/usagg presentation metadata

and then adding files to the presentation. Usually both archival and usage copy presentations
are added to an artifact. In case the presentations are added first, the first step is selecting
publication by the call number or thélographic record number from the AR inlet area.

Then metadata is inserted for file import. If the usage copy was imported incorrectly, it
needs to be added again by first adding usage copy presentation metadata and then adding
files to the presentatiorDnce the usage copy is correctly imported the next activity is
adding initial metadata to the artifact. Then artifact metadata is imported from Ester using
the bibliographic record number. Once the metadata is imported, the fields are verified and
correced if needed.

After the artifacts and presentations have been imported, the artifacts are added to Ester.
That is done by adding the PID code, the reference in Kivike and the bibliographic record
code to the ISBN file.

Data collections in AR model (séggure 31) represent values inserted into gaftware
system. ForOCR doc file ORC pdf fileand archival copyall values are generated
automatically by theoftwaresystem. Values included import dataare: import type, file

or folder, document subtype, archive, presentation (archival copy and file type),
presentatiofusage copy and file typd)sage copy metadatacludes values: PID, subtype,
additional info, access, state, archive, project, call number, name, owner, yest, great
collected, agitising machine, @jitising software. Data collectiomitial artifact metadata
includes values: catalogue, bibliographic record number.
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Figure31 AR process model
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Values included in data collectiometachta from Esteare: institution, call number, original

title, publication data, location, year, description, ESTER bibliographic record code, UDK
code, owner, keywords, notes, illustrator, archival copy PID, usage copy PID. Values in
artifact metadatacollection are: subtype, archive, catalogue, call numhival/usage

copy presentation metadatacludes values: call number, subtype, access, archive, name,
owner, year of creation, year of collecting. Values includedrahival/usage copy file
metadataare: access, archive, name, owner, year of creation, year of collecting.

4.11 FO: Analyse Information and Upload Analysed Material

During the interviews with the FO representatives it became apparent that the process of
analysing information and uploading arsdg material in FO department differs
significantlyfrom otherd e par t ment s pr o c enscelling(Jed Bestiont h e me
2.4) will not be applied and the FO process will not be in scope of this thesis. The initial
descrigion of the process is presented.

FOworks with several different databases that differ based on the type of data inserted. The
information analysis and material upload pess(model visible inFigure 32) starts when
information needs to be analyseBepending on the type of the material, there are two
different pathsto follow. If the material is graffiti related, the first task is to upload the
picture to the folklore server. Once the picture is uploaded, the next task isnhetzdthta.

If the material was mythical folklore and spells, the first task is to add metadata describing
the artifact. The following step is to enter the manuscript text. After finishing these tasks,
the informaion analysis is finished and analysedteral is uploaded.

Figure32 FO process model

The data collections represent values inserted intesdfisvaresystem. Data collection
picture metadataincludes values: graffiti text, typology, translation, location, date of
collecting, collector (photographer), language, technique, keywords. Colledate
includes values: PID, topography, collector, performer, collection year, keywords.
Manuscriptdata collection includes values: content, inserter, date of inserting, controller,
date of controlling, corrector, date of correcting.

4.12 Summary

In this chapter the results of the catedy at theLM were described and the resulting
business process models constructed. First the process map and the main processes were
elicited and the sipe was defined as: analysing information and uploading analysed
material. Next the variation drivers were identified and the relative strength of the drivers
assased. Then the variants of eastbprocess were identified and the similarities of
variantsassessed. Based on the results a variation map was constructed. Finally the business
process models for each departmaithe LM were elicited.
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