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Abstract:

This thesisaimsto identifyif the variations in the performance of a business process can
be explained by the resource allocation observed in an evenflloig.aimis pursuedoy

closely analyzing thieogs produced by a proceaware information systerithe approach
addresssthe common problems in this area, such as overcomplicated, hard tetande
output or tools that are not specialized for the tdsk building a method thatonsiders
factors such as individual performance versus group performance, the moments in which
the resources are involveahd the variants in which they take parfldfrough thisnethod
thegoalis to obtain a result that is meaningful from different business poinviewfand

helps answer questions suchwhkich resources are better suited faigen taskaVhich
groupsof resourcesvork together in the most effent way In order to evaluate the
benefits and usefulness of the approach, a web application called Holograph was
implementedising the proposed guidelinde approach was validated via an experiment
involving a group of T management studentsth prior knowledge oprocess mining
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Holograph: Stndmuste logisid kasutav rakendus hindamaks ressursi
jaotamise mbju ariprotsesside efektiivsusele

Lihikokkuvote:

Antud magistritoo eesmargiks on vdlja selgitada, kas sindmuste logidest saab vélja lugeda
ressursside kasutamise moju ariprotsessidele. Uuringu labiviimiseks analldsiti
protsessiteadlikke infosiisteemide gemeitud logisid. To6s tuuakse vélja enamlevinud
probleeid antud valdkonnas: liiga keerulise lahenemise, keerulised logid vdi lUlesande
lahendamiseks ebasobilikud rakendused. Antud t66s arvestatakse jargnevaid faktoreid:
individuaalne efektiivsus vorreldegrupiefektiivsusega ning millal milliseid ressursse
kasutada on vaja. Kasutatava meetodi eesmark on luua tulemus, mis aitab vastata
kisimustele erinevates ariaspektides: Milliseid ressursse on parim antud Ulesande
lahendamiseks kasutada? Millised resgugid tootavad koos kdige efektiivsemalt?
Eelmainitud meetodi kasulikkuse m&dtmiseks loodi rakendus nimega Holograph, mis
rakendas to6os valja toodud pdohimotteid. Meetodi valideerisid eelnevalt
protsessikaevandamisega kokku puutunud infotehnoloogia jsletiniopilased.
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1 [INTRODUCTION

A business process isfaollection of intefrelated events, activities, and deersipoints

that involve a number of actoaad objects, which collectively lead to an outcotinat is

of wval ue t(@umas, RosasMeading,r&dReijers, 2018)ypical examples of
business processes include orttecashprocesses (a process that starts when a purchase
order has been received and ends when the product or service has been delivered and the
payment has been received) or fadolresolution processes (a process that starts when a
fault is reported by a custeer and ends with its resolution).

An organization can outperform another organization offering similar seivjce
optimizing their business procesg@aimas, Rosa, Mendling, & Reijers, 2018he way
in which a business prosgis deigned and executed affects its qualégficiency, and its
compliancewith regulaions Business Process Management (BPMipibody of methods
and tools to identify, discover, analyze, redesign, execute, and monitor business processes
in order b improve their performanoéDumas, Rosa, Mendling, & Reijers, 2018)

BPM encompasses a wide range of methods and techniques. In this thesis, we focus
on one emerging family of methods in the field of BPM, namely procesagnini

1.1 PROCESSMINING
With theextensiveamount of data that is collected by modern software solutions, the field
of process mining has been gaining traction at an accelerated haseset of methods
that deal with "the analysis of event records" thatggnerated by the execution of business
processegDumas & GarcidBafiuelos, 201550me of the most common results include a
process map, a summary of the paths that have been traversed more frequently, a graphical
comparson between two related processes, or simple text that explains the differences
between processes that have been compared.

This output is then used to identify patterns or behaviors that the process displays
and is used accordingly to improve the busirasa being analyzd@lVynn, et al., 2017)
As companies are interested in identifying issues that affect their operations, such as
bottlenecks andther sources of delays and inefficiencigcess mining techniques can
be hugey beneficial. Stakeholdersan use the results obtained from this analysis and
redesign processes in order to use resources more efficiently, sschacgiontimes, and
save money.

According to Dumas et al., the different process mining techniques uskd at
moment by researchers can be grouped into four different catedorieserview of them
can be seen in the picture below.
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Figure 1. The four categories of process mining techniq@snas, Rosa, Fhdling, &
Reijers, 2018)

The first one is automated process discovEhys analysis accepts an event log as
an i nput and At hey automatically produce a
approximate what is happening in said event (lbgmas, Rosa, Mendling, & Reijers,
2018) This is what Discand Minit (explained later) do on th@irocess map screen, where
a graphwhich shows the relation between different activities inside an everst tivygwn

The second category nformance checking. Even though this technique also
accepts an event log as an input, conformance checking tools require a process model as
well. The tool should check how similar the process model is (the theoretical way of
executing a process) to theeat log (the actual way of executing said process). This can
lead to errors being discovered in the process model, errors in the way the process is
executed, or other inconsistencies.

The third category is performance minifigus analysis also takes aveat log and
a process model and outputs a process model that has annotations that indicate performance
numbers Examples of these annotations include time, bottlenecks, and efficiency. Disco
and Minit also do this by selecting the performance visualizaiiotheir interfaces, and
they colorcode their process maps to identify possible bottlenecks.

The final category is variant analysis. Tools that follow this technique normally
take two event | ogs as i nput s, (Ddnaas ®ospr oduce
Mendling, & Reijers, 2018)The most common case for this analysis is having two event
logs, one with a positive outcome and one with a negative outcome, and the business wants
to know which factors lead to a casebe positive or negative.



The goal of thighesisis to propose a hew methodology fanalyzing through
event logsthe impact of resources the execution of a business procéisis. based on the
performance mining category, although the proposaksvby adding an event log only,
as opposed as requiring an event log and a process mbigehew method will be able to
accuratelydescribe the impact that a resource (or a group of resources) haveovartike
performanceof a process, and how the comation of resources or activities are able to
impact in a positive wathe processing time of a business operation

1.2 MOTIVATION AND PROBLEM STATEMENT
Businesses are always interested in the performance of their employees. Whether it is for
analyzing payises,promotions restructuring of operations, bonuses, companies need
to see how individuals work. Also, analyzing the performance of employees is key for
human resource management , since fit all ows
deci s(iSaemsjeadi novi i, Marinkovil, & lvkovil, 2

However, as employees rarely work by themselves, but rather are part of a bigger
group or process, identifying the performance of a sole worker is just one side of the story.
How emplgees affect and are affected by other people with whom they collaborate is vital
in order tounderstand the intricacies of a business process and to find optimizations.

Normally, the way that performance is analyzed is through the use of key
performancandicators commonly abbreviated to KPKey performance indicatofs a r e
used to measure the per f@pringariandon, 2a10itise ve ment
Afa way of measuring a companyobsetfgiiseligr esso
(Cambridge Dictionary)Through the use of KPIs, one can quickly glance at how psoject
or processesire going versus hovihey aresupposed to go. They are a great way of
assessing how close an endeavor is to lbectives that have been planned for it.

KPIs are normally used as a global measurement. That is, they are used to analyze
the results of a project or process as a whole, rather than the contribution each individual
has made to the KPI. While there arethodsof implementing KPIs in a way that analyzes
individual contribution, they areess used and very parametriz&¢hile this is good to
evaluate certain criteria that might be needed from the business, it misses key aspects, such
as the impact that agup has on an individual user, what tasks does the resource excel at,
and how the involvement in the process affects the output of the employee.

Al so, their usage is sometimes mishandl ed
Parmenter writeghere are $ot of cases of business that have operated with KPIs in mind
in order to increase their output, but #Ahave

per f or {Aa@ameater02015)This is due to the organization not fulinderstanding
theunderlying problems with the business, and have failed to identify what are the factors
that are truly impacting the execution of their processes.

With the rise of data miningnd all of its applications, there has been an increase
in the information that businesses can extract from their operations. Tools like Disco and
Minit offer its customers ways of mining the information in event logs. This way,
businesses can get visual representations of how their operations are conducteds who ge
involved, and what is the performance of everyone involved.



These toolsare primarily targeted analyzingthe execution of activities. Both
offer a quick way of generating a directllows graph with the activities of each process,
how they are inteonnected, and what are the bottlenecks in the protassuser can
switch between mining frequency or performance information, providing a very quick
glance of the activities that are executed the most, paths that are barely executed, and where
the biggest gains in time can be made.

Also, both Disco and Minit offer ways of analyzing resource information in
different ways. If the user selects a resource field when importing the data log, resource
information is computed for further analysis. In Disco, yaum get information about
frequency, median duration, mean duratiord daration range, among others.

@ Disco - Sandbox - a x
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Figure 2. Disco's process discovery screen

Minit goes further than Disco and adds a social network graph that shows hesaihees

give and receive information from other resources involved in the process. Its statistics are
also more irdepth, since they deal with active times, waiting times, standard deviations,
and influence.
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Figure 3. Minit's process discovery screen

However, these tools are not enough to explain how a resiopeets either positively

or negatively, the execution of a process. If a company wants to determine where resources
are better placed, with which other employees shihwdlg work, or in what activities does

a resource excel, then these tools are lacking in information.

Thereforethe main research problem that needs to be solved is identifying if the
variations of the performance in a business process can be explaiikd tBsource
allocation observed in a given event log. The solution to this problem should be able to
classifyand show users information about how a resource impacts the completion of a
process andhould offer a better set of tools for this purpose tharcommercial products
available right now. Also, the following three research questions have been formulated
based on the previously stated problem:

1 RQL. What are the current methods for analyzing resource impact on business
processes and what are tH&amws?

1 RQZ2.Given an event log, what kind of analysis needs to be done to it in order to
discover the impact of a resource in the execution of an event log?

1 RQS3. What improvements do the proposed method offer compared to the current
methods?

1.3 CONTRIBUTION
The first contribution of this thesis comes in the form of the state of the art about different
approaches to use process mirtimgnalyze resource performance. Through this literature
review, it was determined that researchers have ecgnweith differentsolutions in order
to evaluate employee performance based on the logs that companies collect on the
execution of their business processe®wever, these tools rarely have been built
specifically for the analysis of resource impact, which makes themHaasideal for
solving the previously stated problem.



The second contribution is the method of analyzing resource information on an
event log. Several different components of the method are proposeder to analyze
resources from different perspectivébere are descriptions for the analysis of individual
resources based on active time, variant, and flows. Also, an individual analysis is proposed
that bases its principles in the different pitchers used for baseball games. Finally, there is a
group perfomance method that describes how to analyze the behavior of resources within
a group and how their involvement affects and is affected by the output of others.

This new methodgoes beyond existing ones by considering the resource
perspective of a process.e( who executes which task) instead of the activities
only. Through this approach, waeable to identify tendencies within the resources that
directly affect the performance of the process, such as the best resources for specific tasks,
the groups thiawork the best together, and the most suitable stage in which to involve
specific resources.

The third contribution is Holograph, a web tool that implements almost all aspects
of the proposed method. Holograph has a front and-eadkhat work togethen order to
visualize what kind of data can be extractehen implementing the method. It lets users
upload a CSV file that follow certain criteria, and then generates graphs and numbers that
indicate different parametetisat can be used when taking demis about a process.

1.4 STRUCTURE OF THE THESIS
The thesis is structured as follows. Sectmalks about theprevious work done by
researchers to address the subject of analyzing resource performance and impact on a
business procesSection3 introduceghe resource performance analysis approach, while
Sectiond talks about Holograph, a partial implementation of the approach used to validate
the usefulness of the proposed solution. Sedidelves intothe evaluation methods for
the results of the thesisSection6 discusses the results obtaingiter the experiments.
Section7 concludes the thesis based on the resiits outlines possible future work
Referencesised for ths work can be found in Secti@n



2 STATE OF THE ART

As thistopicis of great interest for businessetheanalysis of resource performanisea
subjectthat has been researched extensivehgviously, these tasksere traditionally
done using different sets of tools that were not built with this kind of analysis in mind
which weredescribed aé t i-comsuming, tedious and ersprr o (AN, et al., 2017)
The main reasortzave beethe fact that they required a lot of knowledge of the tools used,
and haeto be done by experts in the area, since thpubis normally too complicated to
understand for business analysts or stakeholders.

2.1 EVENT LOGS
As technology aids or takes over the execution of business processes, the systems used are
able to generate more information regarding the implementation fefoin the activity
that is being executed, to the exact dates of completion, to the resource carrying out the
task, these logs are full of data that can be used later to obtain valuable information. These
logs are called event logs. According to Dumas\ant log is a "collection of timestamp
event records(Dumas, Process Monitoring, 2016)

Even though they normally carry a lot of information, a log can have at least three
parameters in order to be considered useful:

1 Trace ID
1 Activity
1 Timestamp

With this information, a log can be used for process mining techniques. Each of the
entries in the log represents a step within an instance of a process. By getting all the entries
with the same trace ID, one can figure out how the tdeselops. With this, a process
mining application can draw a map in order to visualize how the process goes.

According to Bolt, van der Aalst & de Leoni, a trace within a business process
"records the execution of an instance of a proo@sdt, van der Aalst, & de Leoni, 2017)
A process recorded in an event log has a determined amount of possible activities. Each
row signals the "start, end, abortion, or other relevant state change" within the process
being executedDumas & GarcidBafiuelos, 2015)Also, the timestamp lets us get
information about the time taken for each activity. It can also have other additional
information that might be useful for the evaluation of a log. This informaticludes
initial and ending timestamps, resources, and cost.

When a set of traces are identified as being equal to one another within an event
log, the name "process variant" is used. In order for a trace to be classified as belonging to
a variant, it shold be very similar to the variant being analyzed, but also significantly
different from other variants present in the process log.

There are several formats for storing logs, such as CSV, XES, and MXML. While each has
its own advantages and disadvantatescurrent implementation of Holograph (discussed
later) works by uploading a CSV exclusively.
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2.2 COMPARISON BASED ON PROCESS METRICS
Il n hi s sualApprodcto Spot StatisticalBignificant Differences in Event Logs
Based on Process Metrioolt, Leoni and van der Aalst expofieat one of the most
glaring mistakes that previous researchers have ddwem presenting their process
assume that the execution of a given process within an organization is always done in a
similar way(Bolt, Leoni, & van der Aalst, 2016)

The truthis that not all pocesses are done in a same way. People might do the same
tasks in different order or in a slightly different way but reach the same goal at the end.
This is exacerbated in tlwases of big organizations that have several branches in different
geographical locations. Factors such as personnel, training, and even culture can affect the
way the same process is executed by different branches and different péaplaeans
that conparing processes througiormal means gets more complicated, as more factors
can skew results in ways that might not be desirable and would render the analysis less
useful or even useless.

That is why Bolt presented a method that could compare differefaints of a
process fby identifying ¢Boltalteanis& varcdarlAdlsy, si gni f
2016) The method highlights theodes and edgedbat are more relevant in the process
map according to its frequendy the border of an element is thicker, it means that it is
more relevant to the process than other elements. The states that are not significant enough
for the process are ngpresentedr their borders are very thin.

This analysis made based on thgngicance of an event means that two different
processes recorded by different information systems can be compared in a consistent
manner. Although this method has been engineered to compare only two processes at a
time, a workaround to analyze more tlao processes simultaneously is to merge the logs
of two or more different business processes into one file and the compare them to another.

The method works by executing three steps. First, an annotated transition system is
created based on the logs. Aatiag to the author, an annotatdnsitionsystem is a
structure composed of states, activities, and transitions between states, to which
annotations are addd@olt, Leoni, & van der Aalst, 2016)'hen, the annotationsear
compared between each other in order to determine which states are relevant for the
process. Finally, with all of this information, a visualization is created so that a user can
effectively analyze the results generated by the tool.

The researchers dewgled this tool as a plugin called Process Comparator for the
ProM framework. To make it easier, when analyzing multiple processes, the tool suggests
similarity scores so that a user that is not knowledgeable enough in the area can easily
obtain results. Téplugin also lets users change different parameters to filter states and get
the most relevant results based on the analysis that needs to be conducted.

2.3 PROCESSVARIANT SANALYSIS TO UNDERSTAND KPI DIFFERENCES
Il n the articl e fiAn&hdgratanchfferBnces in Key Perfdfraancea nt s t
Il ndices, 0 Pai Ball ambettu arguments that wi
strict Service Level Agreements, there is an increased interest in monitoring the
perf or mance of wadakhows bpeavauation operforinamaee indexes, cost,
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and compliance of requiremeni®ai Ballambettu, Agumbe Suresh, & Chandra Bose,
2017)

Since some clients might have different needs, and some industries might have
different regulatons that have to be fulfilled, a department can have different workflows
for the same underlying proce3#is leads to process variants that slow down the process
or reduce the score in KPIs. Thus, the authors propose a solution to compare two or more
bus ness wvariants Ato i de n t(HaifBallanketty, Agumbdef er e n c €
Suresh, & Chandra Bose, 2017)

In their approach, the developers consider the differences between process not only
by the tasks present in themutlalso taking in consideration factors such as frequency and
flow times. Frequency counts the number of times that a process goes through a defined
state, while time cameasurédhe time that a process spends in a task, the duration of the
whole procesr the time that the process spends going from one activity to the other.

The process for comparing different processes is done in five different steps. First,
the tool generates a unified process map that contaiogthk different variations of the
process. Then, the solution detects the differences between each process map by calculating
the absolute difference, the relative difference or the statistical differafieewards, a
difference process map is generated. This is just a process map thatdiasions in it so
that the differences calculated before are easily accessible. The last two steps are to
compute cascaded components, and to visualize the results obtained by the phixess
implementation has been made available as a plugin fof.Pro

2.4 CAUSAL FACTORS OF PROCESS PERFORMANCE VARIATION
Holmes etal. have proposed a method for discovering the factors that cause different
factors that affect business performantkis method is comprised of three steps and its
goal i's to goefneaau xalfiaf agcrtaoprhs (Hompespetal¢c ess pe
2017) The approach tries to relate specific characteristics of the business to the
performance of the process it executes.

This approachfirst decomposes the whole eveltg into what it calls a
decomposition graph. This graph is a series of events that are related to each other, such as
all the activities with the same name, all the activities done by a specific resource, etc. It
can also be made as a combination of sg\factors.

Afterwards, the decomposition graph generated in the first step is again processed
in order tocreate a s@alled inclusion graph. This graph already holds all of the causes
that could affect the performance of the procés@rder to improveperformance, some
cleaning and streamlining is done on the graph before doing any further processing on it.
However, while some of them have a logical structure that is easy to automate, a part of
this pruning process is very doma&nowledge specific, makg it complicated to
automate and turning it in a manual endeavor.

Finally, a causality graph is generated from the inclusion graph. The nodes in the
inclusion graph, called causes, are checked for their effect in the overall piidusss.
done througta Granger causality tedthis goproach was implemented in ProM, and a case
study was done for it using a data set of an insurance provider in Australia.
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2.5 RESOURCEBEHAVIOR ANALYSIS
One of the works <cl osest to thisnsbbesi s
Framework for Analysing Resour@ehaviorUs i n g E v é\Mritten dy ®@igasetl.o

this proposal aims to aid organizations t

e mp | o ¢Pika &t al., 2014)This approde also analyzes how the behavior of specific
resources changes over tima.the previous analysis, this one also includes three different
steps in order to fulfill its purpose.

The first step is to define what the paper calls resource behavior indigaRijs
These indicators are not set in stone and canacyrding to the analysis that the company
wants to do. The researchers have proposed some general categories, such as skills,
resource utilization, preferences, productivity, and collaborationchwimside have
specific calculations that can be done in order to get information from that category. In
order to continue with the following steps, it is important to define the aim of the project
beforehand.

After defining the indicators that will be wbdor the remainder of the analysis,
these RBIs are extracted on a time series. The time is also not set in stone, so it depends on
the researcher if they want something granular such as days or weeks, or rather see a
process through long periods of tinsech as months or years.

Finally, an analysis about these results is done and a visualization is presented to
the user. This is done through time series charts and complemented by trend lines. The
chart let compare between different aspects, such asitieoedt resources, or against
values that have been defined as benchmarks.

As will be discussed later, thigocess has several similarities with the approach
presented in this thesis. One of these similarities is pointed out by the authors and deals
with the interpretation of the results. While a specific result might seem at first to indicate
a particular behavior, this is purely interpretation and another researcher could get to a
different conclusion using the same set of data. Thus, a lot of ca&ededwhen analyzing
the information that this approach yields as a result.

This approach has also been implemented in ProM, and was validated by testing it
with the event log of a German bank. A subset of resources was chosen and then the
approach was tesd with them using particular indicators regarding involvement of these
resources in the completion of cases.

2.6 RESOURCE PROFILES
Another work also presented by Pika et al. tries to overcome some of the limitations that
the resource behavior analysis franoekvhad, including the effects that the behavior had
on the overall process. The researchers present an extension to the framework that adds a

method foranalyzingififany r el ati onships exi st bet ween

out c o(Rkas @ al., 2017)It elaborates on the previous offering by performing
regression analysis and focusing on three specific dimensions: time, case, and task. Also,
resource productivity is analyzed in ordegti a more complete picture aj a resource
behavior is affecting the outcome of a process.
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The paper defines two main concepts. The first one is resource behavior indicators,
which are theneasurementthatcan be done when analyzing resources, such as the skill
or utilizationof a resource within a processhey were also defined as part of their previous
work, but their meaning was expanded and more thoroughly explained on this paper.
Parting from that, resource profiles try to classify the behavior of resources based on those
indicad or s . According to Pika et al ., a resour c
rel evant i n a (Pka ettali, 2007)They haceaefined getetal different
dimensions in which resources can be evaluated:

1 Skills: This deals with the capabilities of the resource, such as knowledge that it
has based on education, talents, among others.

1 Utilization: How the resource is used throughout a process. It tries to explain factors

such as if the resource being usedpedcific parts of the process, the amount of

time the resource is involved, the overall usage of the resource compared to the

total amount of cases that the company handles, among others.

Preferences: Refers to the behavior the resource demonstrate ingixterkns.

Productivity: The total output that the resource has. It can be time related, number

of cases done in a specific time frame, among others.

1 Collaboration: Refers to how the resource works with other resources.

T
T

These indicators vary in complexityn the way they are calculated based on the
information of the event log, and their relativeness to other indicators. Thus, they mostly
depend on the kind of information that needs to be extracted for the benefit of the company.
This also means that thsnot an exhaustive list, but rather the indicators suggested by the
researchers.

Theauthors used these concepts to create a frameworgosed of three modules
The first module is called Analyzing Resource Behavior. This section is in charge of
discowering different factors such as what is the utilization of the resource, productivity,
preferences, among others.

The second part of the framework is called Quantifying the Outcome of Resource
Behavior.The goal ofthis section is to identify how certairlaviors of resources affect
the outcome of the process. The idea is to analyze what is the relationship between these
factors, rather than if one behavior causes an outcome.

Finally, the last module is called Evaluating Resource Productivity. This focuses
on the individual performance of a resource and compares them with other resources across
a specificframe of time. This also takes into consideration the inputs and outputs of a
process, and tries to summarize it in a way that it is easy for managetharsdnterested
in the results to analyze them in an easy, automated way.

The validation for this work wagone through the analysis of a data set provided
by an Australian company. Also, there was an evaluation done in the way of an online
survey, targted at managers. In this questionnaire, the opinions about the usefulness of the
newly proposed framework was evaluated.
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3 RESOURCEIMPACT ANALYSIS

This section explains the proposaéthodfor analyzing thempactof resourcesghat are

part of a businegsrocess through mining the corresponding event log. This proposal has
two main parts that will be discussed separately: indivithghctand groupmpact Also,
examples from Holograph, the tool that was implemented based on this analysis, are shown
whenpossiblein order to exemplify the use cases of this approach.

3.1 OVERVIEW
Normally, resource performance is thought as an individual metric. However, resources
are part of a bigger business process, get
generating oiput that has direct consequences on the performance of their peers. This
makes the analysis of group impact as significant as analyzing individual impact. Because
of this, the analysis is divided into two parts: individual and group impact. An overview of
the different sukanalyses done is also showed.
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activity
= Group Impact
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resource

Figure 4. Resource impact analysis in detail

Impact by active time refsrto the total and average processing a resource spends on a
specific task. This analysis is there in orttestart the individual impact analysis, but is

not on its own a reliable way of determine individual impact. Analysis by variant digs into
how a resource being involved in a case within a variant affects its processing time. This
is useful to know if thiee are specific resources that makedkerall variantgo faster or
slowerwhen they are involvednd is key towards not only comprehending the individual
impact but also gives us some clues about the impact the resource might have in the group
as a what.
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Impact by flow is aimed at expding on the knowledge gathered iompact by
analysis, by closely analyzing specific variants and filtering them by activity. The goal is
to gather information about what resources take part on which activities andeamtith
time of the variant is affected from that moment onwandsle comparing it to the active
time before the resource took part offiie pitcher analogy, also calledlimidual analysis
in Holograph (the tool built to validate the methoaalyzes what resources are better
suited to some parts of a variant. Instead of analyzing as a whole, we can see which
resources excel at being in a certain point of the execution of a process.

Finally, group impact has been divided into two parts. Handoff titgcanalyzes
how resources collaborate between each other by selecting two specific activities. This
displays the best and worst combinations of resources and would help in the analysis of
determining the best handoffs occur more frequently for thegs.télandoff by resource
focuses on one resource itself, and shows the results of it with the interaction of other
resources. This helps determgreups of resource that collaborate in a good way between
them regardless of the activity they are working on

These set of techniques put together can be a very good indicator regarding the
impact that a resource has on the execution of a business process. Other analyses were also
considered, such as analyzing the impact by departments or associating théomgast
metric. However, this would have narrowed down the amount of loganhabalyst can
use to take advantage of the tool. With these analyses, we can be sure that an analyst would
get the best results possible with the minimal amount of informagiguired.

3.2 INDIVIDUAL IMPACT
The easiest way of analyzing thmepactof a resource within an organization is through
taking a look intothe individual aspect of.itAs discussed before, this has been done
throughout the years through the implementatiorKBfs andsimilar measurements
However, with the recent push of data mining tools, resampactanalysiss easier than
ever, and gives us a quick glance on the resources that perform fastest and slowest for a
determined activity.

Unfortunately, curren t ool s dondét give us the whol e
impact While resources could appear to be slow in a determined activity, the root cause of
it might not be the resource itself, but the tools that they have to work with, how the handoff
is affecting the performance of the resource, or that their aptitudes are better suited for
other parts of the process.

Therefore, the proposed method gives focus to aspects that have been overlooked
in current solutions, in order to understand better how a mesas affected based on
different factors.

3.2.1 By active time
In order to analyze resource individuadpactbetter, severainethods are proposethe
first one isanalyzinghow eachresourceperforms wheroinga specific activity. For this,
the active timeof each activity is collected and associated to a specific resource, and then
compared with othaesourcesin order to conduct this analystbe log should have fields
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for both start time and end time, and to calculateatiieretime, it is a simple mtger of
applying the formula:

Activity activetime! = Activity end timei activity start time

There are two ways thectivetime can be aggregated. The easiest one is by adding
all times. Howeverthis approach yieldsesults that might bekewed towards eesource
that is highly involved in a specifiactivity. However, it can still be useful to determine
how much total time a resource spends on a specific activity on a specific period of time.

The other path is to calculate the average time, by divithagotal time by the
number of times the resource is involved in the activity. This makes the active time of each
resource easier to compare with others, and gives a quick glance about which resources are
taking more time performing an activity.

Holograph  Upload afile

Individual Group by activity Group by resource By active time By varian t By flow

Description

Shows information about the active time of all the activities in an event log. They can be visualized by average time (total time divided by number of occurrences), or total time. There are a total
of five graph types to choose from. A lower amount is better.
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Figure 5. Impact by active time

Because the results obtained from this method will be numeric, then they are hard
to analyze in their raw values. A better method of showing these values would be by
displaying them in chart#\ bar chart$ greatly suited for this, since it makes the analysis
a matter of comparing different bars. Higher bars would mean higher activeAilsesa

1 This is also called activity processing time according to Fundamentals of Business Process Management
(Dumas, Rosa, Mendling, & Reijers, 2018}hese terms will be used interchangeably throughout the
document.
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visualization that exposes the percentage of active time would be useful to easily compare
among different resoces.

3.2.2 By variant
Even though analyzing the active time of different activities can point us in the right
direction regarding adjustments that need to be done in processes, it is a very barebones
way of assessing problems with resourddse analysis by adive time takes into account
the time a resource takes while performing an activity, but does not take into account the
context in which it is produced.

Because variants contain a lot of specific cases that execute the exact set of
activities in the samerder, then anore robust way to analyze individual resouropact
is to calculate statistics for varianks this context, variants refer to a sequence of activities
that characterizes a group of cases in the business probesuuill start to give us clue
aboutspecific situations in which resources do not perform in the way it is expected, while
yielding hints about what is going wrong with the execution.

Under this approachthe variantsof the event log are calculated firsthis
calculation is gplained in detail in subsequent sectiokfierwards the average case time
duration should be calculated for all cases within a variant. This can be done by using:

Case time duration = All cases time duration / Number of cases

With this information, an#nowing all of the resources involved in the variant, we
can then calculate three different statistics for each resource, spread across two different
categories:

1 Minimum varianttime (with and without resource)
1 Maximumvarianttime (with and without resoae)
1 Averagevarianttime (with andwithout resource)

Although minimum and maximum time are important to identify rare cases and
outliers, the main focus of this analysis is to work with the average fnom this
information, there arseveraldifferent @alculations that can be done:

1 Quickest The resources that are part of theickest cases within a variant
Calculated by getting the minimum value among the average variant times.

1 Slowest The resources that are part of the slowest cases within a v@&admilated
by getting the maximum value among the average variant times.

1 Above averageThe resourcethat are part of the cases whose times are above the
average for the varian€Calculated by getting all of the average variant times that
are greater thathe average.

1 Below averageThe resources that are part of the cases whose times are below the

average for the varian€Calculated by getting all of the average variant times that

are lower or equal than the average.

Most involved The resources who apgrethe most in the cases within a variant

Least involved The resources who appear the least in the cases within atvaria

= =

Throughthe analysis of this information, we can already start to determine some
tendencies in the execution of a process. It igoitant to note how valuable the facts
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though they are still dependent on a lot of factors, these two might start to shed a light about
who is an ideal candidate to stay wiok on the task they are currently performing, and

whose position might have to be evaluated in ordeb®t t er

competencies.
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Variant

Variant 4 (3 activities)
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Facts about variant

Quickest
2,580.00 s executed by Richard

Above Average

263,682.00 s executed by Steffi

Most Involved
1,988,880.00 s executed by Steffi

Figure 6. Analysis by variant

red for every resource involved in
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hem. The graph shows the average execution time of the variant when a resource is present. A lower amount is
quickest ones, the ones that impacted the process in a positive way (the execution time with them is smaller than
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Slowest

411,060.00 5 executed by Mary

Below Average
263,682.00 s executed by Steffi, Samuil, Christian, Susi, Wil, Jochem, Henk, Richard, Irena and
Mary
Least Involved
59,100.00 s executed by Irena

In the abovescreenshot, we can see tN&ry hasthe slowest average processing time out

of all the cases in the variant, while Richard has the fastest. We also can see all of the
resources whose active times fall below the average and above the average. They are very
high-level indicators, but meanindftesults are starting to appear.
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Steffi Helen

822.00 s 43385s
1,005.45 s 1,13333 s
3000 s 8405

2460 s 3000 s
Os 60 s
Os Os
Susi Anne
580.00 s 41333 s
1,133.33 s 1,13333 s
1560 s 1440 s
3000 s 3000 s
Os Os
Os Os
Monique Elena
197.14 s 656.84 s
1,133.33 s 1,110.86 s
420 s 1920s
3000 s 3000 s
Os 60 s
Os Os

Figure 7. Details on the analysis by variant

If the aggregation is not enough, the information specific to each resource is also available
to be seen, with numbers for average, maximum and mmitme.

3.2.3 By flow
Another of the proposed ways of analyzing individuaipact stems from the closer
examination of the impact of a resource in a specific flow. Thiglneady been examined
partially previously but here it is done in a more specific way.

Ar e s o umpactddes not only deal with the competencies it has or the training
that it has received, but also with the input that it receives from previous phases of the
process. If a resource receives an input that better suits a practs®, betr suits the
r e s o ustreagthéilsen the following steps will be made easier. However, if resources
have to deal with an input that makes their work more complicated,ntiteanly the
resource will take more time completing the task, but #isooutpa will likely be of
inferior quality. As a resultsubsequent tasks will suffer in the times that are needed for
their completion

Through deeper analysis of these factors, companies can not only identify resources
that are really well suited for a job, tbalso might discover that formalities like
documentation, manualer rules put in place by the compamyght notthe best for the
execution of a processl hi s coul d | ead t o changes
restructuring of some departments to betigt the competencies of a resource, new
departments being created,aocombination of the three.
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In order to start the calculations for this analysis, the same variants that were
calculated fothe previous chaptetould be used. Howeveonly the variats with two or
more activities should be considersthce a variant with only one activity will not have a
time before or time after

After the variants have been filtered, all of tHestinct activities should be
identified. Finally, three values shdube calculated for each activity: time before, time
taken, and time after.

At the moment of visualizing, the implementation should let the user choose
between all of the variants in the case, one of the activities within the variant, and one of
the timeoptions. The calculation is done in this way:

1 Time before: The average active time registered by all resources present in the
variant for all cases from the beginning of the process until the activity preceding
the selected activity.

1 Time taken: The averagactive time for the selected activity registered by all
resources present in the variant.

1 Time after: The average active time registered by all resources present in the variant
for all cases from the activity following the selected activity until the ahithe
process.

By getting these calculations, one can quickly see several aspects of a process. For
example, by analyzing the time before, we can identify resources that receive more
complicated cases (signaled by the longer execution time) and artayrzeutput. If we
find resources that are especially good at handling problematic instances, then we can
determine if they are doing something that could be replicated throughout the company, or
if it is because of their innate skills.

Otherwise, if we ihd resources that struggle a lot with complicated tasks, then
perhaps a restructuring can be applied to move the resource to a part of the process where
tasks match more closely the skillset of the employee.

Also, if we identify that, when the task takeager in previous phases, it results in
very short active times for the tasks superseding it, and overall shorter execution time, then
an analysis can be done to determine the workflow of the resources to better adjust the
process.
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Holograph ~ Upload a file
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In the above example, we can see that there are several resources, such as Richard and

Steffi, whose involvement | ed to |l onger act
processes perform better after they are involiedvever, if we see other activities within
the same variant, we see that Wil ds involve
del ay compared to others. We can compare thi
what i s goi ng o ntarivid ekplore ¥dusesdas this differénse insbehdviors

between different activities.

As there will be cases where resources get cases with long execution times, there
will also be situations in which employees get cases with short execution times and they
turn into cases with longer times. It is important to note that this should not mean that the
resource is not up to the task. Thisra plethora of situations that can be the root cause of
this, and tasks can get complicated thanks to external factorsotid be outside of the
resourceds control. Even if the protdem | ies
resource is a new employee, the training has not been sufficient, or that their skillset is
better suited to other tasks within the sgpnocess.

Also, as previously said, the input a resource receives is essential to the success or
failure of the task. A resource struggling with an activibuld mean that there is not
enough work done in the previous parts of the process, resultargontput that is very
hard to work with for the resources involved in the following activities. It is imperative to
analyze this information closely with otheisea in order to take decisions.
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If we identify that there is a task that has abnormally iglnes for the "Time
after" parameter, then we can probably conclude that it is very problematic. Not only it can
take a significant amount of additional time from the company, but also there is a risk that
the whole case might end up in a negative outcome

3.2.4 The pitcher analogy

In order to explain the next analysis, it would be better to introduce an analogy with
how pitchers work in basebafccording to theMajor League Baseball, there are at least
three different types of pitchers: starters, relievard,@dosers. Other sources also identify
a setup man position, but for this analysis, the official terms are appropriate.

The starting pitcher, as the name indicates, is the pitcher that is in charge of starting
the game. Their skills have been identifigsl being better tailored to be useful at the
beginning of the game. Also, teams normally have several starting pitchers in order to avoid
fatigue from pitching very often.

The relief pitcher is the one that comes after the starting pitcher. When thegstarti
element starts to feel tired, has done a predetermined amount of pitches, or is performing
poorly, the relief pitcher is introduced into the field. Since they are less used than starting
pitchers, who can take part of several innings, they have aatttfekillset than starting
pitchersand can afford to play stronger balls. Thus, together with factors like fatigue and
the status of the gamihey plan theiepproachaccordingly.

Finally, thecloser is a kind of pitcher whose functisrto close the gae. They are
introduced normally on the final inning, when the circumstances of the game are different
than when the starting and relief pitchers were part of the ¢slajer League Baseball,
2018)

Similarly, we can classify #hactivities that are executed in a process in different
groups.Normally, a process has several activities that could be considered as initial, others
as middle, and others as the closing tasks of the process. There might be some other tasks
that are coridered special and need specialized resources or a different approach. It is
paramount to understand how different resources can be used in each kind of situation in
order to maximize the output of a process. If we identify that a resource is partigotzally
when working at the beginning of a process, or that thrives under unknown conditions
compared to others, then we can use these resources at the appropriate times and make
significant gains in performance.

To adapt this concept to the proposed apgroae can divide the activities in three
different parts: initial, middle, and end. Depending on the length of the processes at specific
companies, the classification can be extended into more phases to take them into account.

If we want to analyze the pcess more deeply, then other additional measurements
can be generated, such as problemedisesinstances where very specific knowledge is
required or otherindustryspecific factors However, br explaining the process more
clearly, the default impleentation of selecting initial, middle, and end groups will be used.
This is also the selection used for Holograph

In order to conduct this analys@nly variants with three or more activities should
be usedor obvious reasondfter that, the averagectwe times for each activity should
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be compiled. This should be classified by resource in order to offanparisorbetween

them. The user would need to have a way to choose between initial, middle, and end
visualizations, and the specifictors in cae there are anyhe implementation should be

able tolet the usersecognize which resources are the most impactful in each stage.

In summary, this section should have some resemblance wiiholve and below
average representatioesposedpreviously However, by analyzing the information in
sections of the process, it will be easier to identify overall tendencies by section and not by
specific activities. This way, the significance of tmagnitude of the impads more
accurate, since it analyzes @bsrelated tasks.

Holograph  Upload afile

ndividual Group by activity Group by resource By active time By variant By flow
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Shows information about the active time of all the activities in an event log. They can be visualized by average time (total time divided by number of occurrences), or total time. There are a total
of five graph types to choose from. A lower amount is better.
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Figure 9. The pitcher analogy analysis

For example, in the previous screenshot of Holograph, we can see that Irena, Richard and
Susi are the top performers at the beginning of the process. However, on sy thta
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same sandbox example shows that Richard is outperformed by several other resources, but
Irena is still an excellent performer then. This might give us a small insight on tracking
how Richard performs at different stages on other variants, andisetadrestructure the
process a bit and have Richard take initial tasks.

Also, as previously saidfor an extended implementation, an analysis of
problematic cases could be added. For this, it is important to determine what constitutes a
problematic caséor a specific process. Some processes consider a problematic case a
situation where the process takes longer than expected. For others, it is having to execute
specific activities, such as account terminations, failure of money collection, or other
instarces where customers are affected.

Thus, this makes it netmivial to implement, since it depends on the intricacies of
the process rather than a specific set of rtilas can be generally appliedowever, the
idea of it is that after gathering all ofetiproblematic cases, a classification could be done,
by separating the problematic cases with good outcome from the ones with bad outcome.
Subsequentlythe implementation could callate if there are resources that are more likely
to be present in a goamitcome. This could indicate that either the training or the natural
aptitudes of the employee are good for dealing with-higihcases, and the company can
act accordingly.

Because ofhe natureof these cases, the failure of a process might not belgntir
the fault of the employee handling it. For example, in the case where a customer calls to
terminate a service and does not accept a cepndposal, the causes that lead to the
customer 6s decision are not i ratoaThgreforeay r el at
this information shou be analyzed very extensively.

3.3 GROUPIMPACT
Individual performance is vital to the overall execution of a process. However, it is
imperative that the group performance is also considered if one wants to undeostand h
the work is handed from ordgepartment to the other, and how the whole process can be
better than the sum of its parts.

For the analysis of thenpact of a group in a proceske active time of cases should
also be used, just as it was done for theviddal tasks. There is one proposed analysis for
group performance: the handoiff.is divided into two differensubanalyss: by activity
and by resource.

3.3.1 Handoff
After the work has been dog a resource, it is paramount to understand how the output
generated by it affects the whole resource. One interaction that greatly depends on that is
the handoff A term originally coined in the telecommunications sectohandoffin our
approach refers to the act of transferring the final result of an actvibetresource that
executes the following activity.

In order to analyze the impact of the handoff in the active time of resources, first
the data has to be classified. It can be dongdttyng a list of the distinct activities in the
process, and then igall of the activities thallow it in all of the variants.
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For getting more strict results, this can be done within variants, in order to calculate
handoff in specific circumstances instead of taking a general approach.

3.3.2 Handoff by activity
The handoffby activity lets the user see what are the best resources performing two
different activities one right after the other. With this, we can closely analyzethe
output of one resource directly affects another activity, and quickly identify which
resourcs are both better suited for some activities (because their output is better suited for
next activities), and which resources work together the best.

The implementation should calculate what are the total values for all the
interactions between resources both selected activities, while also showing the average
from them.This could be done on a log basis (if there is the need to analyze activities as a
whole irrespective of their context) or on a variant basis (if the context is valuable for the
analyss, and there is enough information for that).

If we see that there is an interaction that im@eepeated multiple times with low
active time, then we can delve deeper into it and try to analyze what exactly is being done
there. Also, if we see that tleers a resource that executes an activity quickly with some
resources but slowly with others, then probdb#youtput needs to be analyzed in order to
determine why it is working for some cases only.
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Figure 10. Analysis of handbby activity
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In Holographhandoff by activitydisplays the different activés that resources execute on

a bar graph. In this event lag particular, several activities were performed by the same
resource, butlso,we see that there are handoffs kegw multiple resources, and the
comparison between therithe times are all laid out on a graph, so we can see the
difference between different handoffs.

3.3.3 Handoff by resource
Although the handoff by activity is very valuable to analyze the interaction batwee
resources for two specific activitieanother analysis can be done here. The focus could
shift from the activities to the resource itself. As the handoff by activity, this can also be
done on a log or variant

In this analysis, a resource is selected), the resources with which it interacts with
are shown. The average active time of the two activities performed by both resources
should be shown. Through this information, we can have an overview of the resource itself
instead of the activities it perfms. It can show us informatioabout who the resource
works best with, regardle®f the activityBy using this information, we can closely match
resources that collaborate the best way, and easily increase efficiency in the process
without changing therpcess itself.

3.4 LIMITATIONS OF THE APPROACH
Analyzing how a process can be done better through the mining of resource information
can be a valuable sourcedsdta It could surface patterns that could potentialtyprove
business operation, lead to restuwrtg that would make the employees happier and more
productive in their positions, and aid in the making of training material for new employees.

However, it is also a doubledged sword, since it could be used in negative ways.
Some of the drawbacks ofetproposed method are analyzed in more detail here, and
should be the starting point for further research made in this area.

3.4.1 Blame on resources exclusively

For example, if a resource is found to be taking more time to complete their tasks,
one of the easst paths to follow is to wrongly blame it on incompeteaog takerash,
undeserved decisionalso, it can be wrongly assumed that the active time of an activity
is solely the responsibilitgf a resource.

If an activity is delayedr is executed slowéhan usuglnormally there are a lot of
factors that contribute to that togeth&his includes imprecise input, dependencies on
third-parties, or conditions that cannot be controlled. That is why it is imperative that the
results obtained here take intcaunt all of the different possibilities and factors that affect
a process.

3.4.2 Focus on active timeonly
Since the bulk of activities that take a long time are executed by humans, then it makes
sense to analyze the active tiofeactivities. However, one famr that is not analyzed by
this approach is the waiting time between activities. One can naively dismiss this period
since no work is done thereut thatwould be an error.
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Waiting times for a process can be fundamental in discovering ways of
implementirg improvements for itBy analyzing the intricacies of the handoff between
activities (and resources), big optimizations can be applied to a process. For example, if a
process needs the signature of an individual that is rarely available for doing thieeask
the whole process takes a very long time, although the active time for this will be very
short. By restructuring the procedures to stop depending on resources that are rarely
available the process can gain a lot in total time, which could leaéttefoutcomes, and
all without improvements to the active time.

Also, the way that the active time is calculated means that logs with timestamps
only, instead of start and end times, cannot be calculated easily. One option would be to
calculate the activeme as the difference between the timestamp of the next event in the
case minus the current event. However, this would account for the waiting time as well,
which completely distorts the results, since, after the resource finishes executing the task,
heor she has no power to influence thkowing waiting time.

Another option would be to get it as the difference between the current task minus
the previous task. This would eliminate the waiting time cause by another resource.
However, it would still intude waiting time, which may wrongly yield longer times and
would distort the results. Also, in the case where an employee has a queue of tasks, the
waiting time would increase for all of them, wrongly penalizing the resource on multiple
occasions. Howeveif the analysts take into account this limitation, then this approach
would be the least harmful for the analysis because it takes into account the times recorded
by the same resource.

3.4.3 Low focus on outcome of the process team dynamics
When executing arocess, naturally one of the most important aspects of it is to optimize
its speed. However, this sole dimension neglects other intangibtenation, such as the
outcome of it or the harmony within a team.

If a process is done more slowly but it is abhguaranteed to reach a positive
outcome, while other team has a fast approach that is more prone to fatolebly it
would be a better idea to slow done the fast team in order to increase its success rate.
However, an analysis that bases its cosiolus only on active time will fail to take this
into account, and will display the slower team as the less efficient among them.

In addition, if a team performs more slowly but creates a good environment by
doing so, it could be more effective in the lang. Teams that work fast but, by doing so,
fail to create a good working environment between them might reach a point in which they
might suffer burnout or intreeam conflicts.
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4 |MPLEMENTATION OF HOLOGRAPH, A RESOURCE |MPACT
ANALYSIS TooL

To validate the results of the proposethod an implementation of thaethod is the best
way. For this, a web implementation of the methods previaaghpsed was done. This
tool was done with the specific purposet@dting if the proposal does actually yiele th
results that are expected from it.

For building this tool, some considerations and limitations were put in place.
Although this tool was done with general purpose in mamt] attempts to use it would
probably yield good resultsf was optimized for a pecific set of files.Also, this
implementation was not done with performance in mind, so results take time to be
generated. There is no cache of these results, so each time a log needs to be analyzed, the
results are generated from scrat€Emally, the bol accepts only CSV files and assumes
they have a header row.

4.1 TECHNICAL SPECIFICATIONS
The app consists of two parts: a fr@md and a baeknd. The fronend collects a CSV
and sends it to the baend for its processing. The freanhd then calls to sp#ic endpoints
providing the CSV identifier, and receives information in JSON format to be displayed.

These are more specifications regarding the {femat implementation:

1 Framework: Angular 5.0.0

1 Node 8.9.4

1 Angular CLI 1.6.8

1 Typescript 2.5.3

1 GitHub Link: https://github.com/gersonnoboa/Holograph_FrontEnd

1 Heroku Link:http://holograph.herokuapp.com/home
A sandbox is provided to the user &gcessing the Holograph Freetn d 6 s  h anme p a
Heroku and then clicking on the AEnter Sand

These are more specifications regarding the {gsckimplementation:

Framework: Flask 0.12.2

Python 3.6.4

GitHub Link: https://github.com/gersonnoboa/Holograph BackEnd
Heroku Link:http://holograpkbackend.herokuapp.com

= =4 =4 =9

4.2 OVERVIEW OF HOLOGRAPH FRONT-END
Holograph FronrEnd is a front-facing application developeith Angularto evaluate the
veracity and usefulness of the proposed method for evaluating resopesin an event
log. The site works closely with Holograph BaEkd. The app can be divided into three
parts: file upload, paraater generation, and resuli$e hierarchy otlassesan be seen
in the following graph:
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Figure 11. Holograph FrontEnd's classes

4.2.1 File upload
In order for the application to work correctly, it is necesgargrovide a CSV fileThe
requirements for it are the following:

1 The file needs to have a header row.
1 The file needs to be separated by a comma or a semicolon
1 Thelog must have a case ID, activity, resource, start time, and end time

The application uploads the supplied CS¥ &nd getsiunique identifier generated by the
backend, which must be used for the remainder of the process.

The uploading of files to the server is controlled with the FileUploadComponent
class. As every class in Angular, it has an HTML and CSS s$#ea@ated to it. Also, a
FileUploadService has been added in order to handle the POST for the file itself. The
HTML declares a DIV tag to which a file can be dropped.

When the user releases a file to this area, the Angular component performs the
necessaryalidations. Similar to the baednd, the application verifies if the file is not
empty and if the format of the file is CSV, XES, MXML, TXT or XML. It is important to
note that currently the software supports the mining of CSV only for now because the
Python backend has not been developed yet to support the parsing of other file formats.
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Holograph ~ Upload afile

Hello there!
Welcome to Holagraph Front-End. This tool lets you analyze the impact of resources on the execution of a business process. Here you will be able to drag an event log in the
form of a CSV file. This will send you to the parameters screen, where you will be able to select parameters such as CaselD, activity, resource, and times. Finally, the results will be

shown to you

If you want te go to the sandbox environment, please click on the button below and then click on the button Go to Results Sandbox.

Go to Sandbox

Drag and drop to upload your file

Figure 12. Holograph FromtEnd's file upload screen

4.2.2 Parameter generation
After the file has been uploaded, Holograph needs to know whicle obts correspond
to case ID, activity, resources, start time and end time. Thus, it asks from the user this
information. The application provides the rows extracted from the first row of the file so
that it is easier for the user to choose one. Alscgpipdication displaythe first row of the
file, so that the user can doutdkeck that the information is correGhe DateTime format
is also required in order to parse the dates of the file.

All of this is done through the cla€3ashboardComponent. This the main
component of the whole application, since it is the one that is in charge of displaying the
next two sections. As with the FileUploadComponent, a service has been added to the
component called DashboardService, which handles the request tieéitkers. This
request returns a String array with the file headers, and the first row of information of the
file. Holograph FronEnd displays this row to the user to make it easier for him or her to
decide which row are to be used. This is done througbashboardComponetiaiss

The application displays a Horizontal Stepper provided by Material in order to ask
for the parameters for Case ID, Activity, Resource, and DateTime Format. Afterwards, it
also asks what the type of date is present in theitogrder to do the calculations
accordingly. Even though the three options a
date, 0 and fiHas timestamp only, o0 the applic
dateodo onl y. Ho we v er gentdmeto suppartethes tgpesyof lagdt@op s h av

All of the information given by the user is saved into a FormGroup object, which
is then sent to each of the components that form the result part of the application.
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Holograph ~ Upload a file

Go to Results Sandbox

Parameters

Please fill the information. For your convenience, the first row of the file you uploaded is shown below.

Case ID Activity Start Date End Date Agent Position Customer ID Product Service Type Resource

Case 1 Inbound Call 9.3.10 805 93.108&10 FL Customer 1 MacBook Pro Referred to Servicer Helen

© e Type Time params

Figure 13. Hologrgph FrontEnd'sparameter generatioscreen

This information is then sent to the baskd in JSON formaiflhis will start the
backend processing and generation of the reshitdograph shows one tab for each of
the different analysis that were proposetdive time, variant, flow, pitcher, and handoffs.
The handoff analysis has been divided into group by activity and resource.

4.2.3 Results
The results are formed by six different components, all grouped into a Tab Group provided
by Material. They are the followg:

1 ActiveTimeComponent

1 FlowsComponent

1 TracesComponent

1 IndividualComponent

1 GroupComponent

1 GroupResourceComponent

All of them work in a very similar way. They all have a service associated with them (if
the component is called ActiveTimeComponent, then tbervice is called
ActiveTimeService) that is in charge of communicating with the sk It is important

to note that the fror¢nd requests all the information at once, instead of requesting it on
demand.

Even though they all display data, the compos¢hémselves expect to receive
vastly different data sets, since they are tailored to the specific analysis that they are
performing. The only similarity between them is that they are always received as JSON
objects. All of the components show a loadinggpess indicator until the data transfer is
completed.
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After getting all the data for each component, the information is displayed
according to what has been outlined in the approach in the previous section. This is done
with the aid of NGXCharts, a charig package that provides several different chart
elements which are ideal for the purpose of this application. Since the charting library
expects the data in a specific format, the obtained data is converted to the required format
first, and then passed the charting component. When the user requires a visualization
change through dregowns, the data for the charting component is generated again.
However, the whole data set obtained from Python is never reloaded.

Holograph  Uploadafile

ndividual Group by activity Group by resource By active time By variant By flow

Shows information about the active time of all the activities in an event log. They can be visualized by average time (total time divided by number of eccurrences), or total time. There are a total
of five graph types to choose from. A lower amount is better.

variznt Tyse Act
Variant 1 (3 activities) - initial - Inbound Email e

Top Performers

1 Irena 2 Richard 3 Susi
58680 seconds 90660 seconds 108120 seconds
4 Christian 5 wil 6 Henk
253920 seconds 349020 seconds 621420 seconds
7 Jochem 8 Steffi 9 Samuil
1578480 seconds 2629320 seconds 3253260 seconds
10 Mary
8315100 seconds

Seconds

Irena Richard Susi Christian Wil

Legend
000,000
7,000,000
6,000,000
5,000,000
4,000,000
3,000,000
2,000,000
- .
0 -
Henk Jochem Steffi Samuil Mary
Resource

Figure 14. Hdograph FrontEnd'sindividual analysisscreen

In the case of active time, the applicatedrowsthree different dropdowns: one for
activity, one for visualization type (average or total), and one for the chart type (bar, pie,
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advanced pie, pie grid, andmber cards). Because of the nature of this analysis, the bar
chart is the one that works the best to compare results between different activities.

For the variant analysignly the variant has to be chosen, and then Holograph
displays all the relevantsalts. First, it shows a gauge chart that displays the average time
for all cases for each employeéghen, all of the facts generatede displayed with their
value and resources. Finally, the breakdown of each resource is shown with the average,
maximum a&ad minimum values, both for the cases with the resource and without the
resource.

The flow analysis has three dropdowns: variant, activity, and type (chart before,
taken and after). The page shows a bar chat with the information of the resource for that
variant, activity and type. Also, the application shows the activities that the variant
encompasses.

The pitcher analysisisplays the variants, the type of the analysis (initial, middle
or final) and the activity to research. Below, the resources thaptaken this combination
are ranked from best to worst, showing their active time in seconds. Finally, at the bottom,
there is a bar chart that displays this same information in a visual way.

The group statistics are divided into two parts: handoff byiacand by resource.
In the handofby activity, the information about the handoff from one activity to the other
is displayed. Here, the application lets the user choose between two activities that are
guaranteed to be consecutiiéhen, a bar chart witthe information is displayed. This
represents the active time that takes for two resources to perform their activities in
succession. Finally, the information is shown in numblefermation that is displayed
includesstarting and ending resource, themge combined times, the total time, and the
times the handoff occurs for the specdambination.

Handoff by resource has been implemented in the -badk However, this
information is stil not present in the frorend

4.3 OVERVIEW OF HOLOGRAPH BACK-END
Holograph Backend is the service that providiée information needed for displaying the
different visualizations that Holograph Freahd supportsit was developed in Python
with the Flask frameworl@lthough it was made with Holograph Frelehd in mind since
it is a service that receives and provides data, any application could be built on top of it.
Just as the frorend implementation, Holograph Bagid can be divided into three parts:
file upload, general mining, and results.

Because Holograph Badknd is the one providing the data for the frent, its
architecture is more complex. The hierarchy of classes can be seen here.
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— holograph.py
— file_upload.py get_active_time_arrafs LogEvent
= general_mining.py get_grouped_cases

get_variants VEUE

= agactive_time_mining.pie  ActivityResource

CaseStatistic

Holograph Backnd

= flow_mining.py Eged ActivityStatistic

= ResourceStatistic

__

TraceVariant

= frace_mining.py [

— TraceResource

s individual_mining.pyeed  DivisionResults

‘[

= group_mining.py

SecondaryResourc

Figure 15. Holograph Backend's files and classes

4.3.1 Main file
A file called holograph.py is used as entry point for the application. Here, the app itself
is created and this is the file that runs on the server and redirects to other parts of the
application upon request of specific endpoints.

Also, configuration properties have been stored on tlésTihe upload path of the
CSV files has been defined under the UPLOAD_PATH property. The allowed extensions
for files have been defined in the allowed_extensions variable under the upload_file()
method. Other than the uploading of the file, all of the estpiare get methods, with an
expected querystring with the necessary parameters for the correct functioning of the app.
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CORS has also been implemented here in order to facilitate the communication
between the baeknd and the frorénd.

4.3.2 File upload
The gplication receives the file informati@md, after performing the necessary checkups,
it saves the file on the server withumique identifier. This, along with an array of the file
header, and the first row of data is returned to the client in ordet fordisplaythe
parameter generation page. It is important to note that Holograph was created with CSV
file support in mind only. However, because of how the application has been built,
additional file extensions, like XES and MXML, could be supportetienfuture.

File upload is the only POST method of the application. It handles the file validation
and upload. By default, it saves the file to the uploads directory inside the root folder of
the applicationThe file issaved with the same file extensiaa the uploaded file. The
native saving mechanism provided by Python is used.

Upon completion of the process, the application either returns an error string or the
name of the file. It is important that the name is returned, since theefndntends this
string to the baclend when requesting mining operations.

4.3.3 General mining
This section is comprised of one file: general_mining.py. Inside this file, three main
functions are the ones that execute the general mining activities: get_active_time_array,
get_gouped_cases, and get_variants.

When getting the active time array through the corresponding function, it expects
to receive two parameters. The first is the filename, which was generated by Python in the
file upload process. The second is a Javascrigicblijat contains the needed parameters
in order to execute the mining. These are the following:

CaselD

Activity

Resource

Type (ActiveTime, StartAndEndDate, or Timestamp)

ParameterOne

ParameterTwo (only needed if the type of the log equals StartAndEndDate)
DateTimeFormat

= =42 =4 -8 -8 _-9_-9

After getting the required fields converted to Python objects, the application goes row by
row extracting the information for mining. Each loop pass creates a LogEvent object, which
holds information for case identifier, activity, resoustayt time, and end time.

BecausdPython (specifically, the datetime package) uses a very particular format
for its DateTime objects, the parsing of date objects is a bit complex. The function
tries_date_time_retrieval is used for this, and expects timg girovided directly by the
data set, a priority format string, and a secondary format string. The priority string is the
format string as is provided in the parameters object sent by theefidniThe secondary
string is a format string generated bythyn using the supplied DateTimeFormat that is

37



better suited for parsing using Arrow and strptime, since it changes the day and year
elements to uppercase.

Regardless of the string that is used, Arrow is always tried first, since it provides
better supporfor obscure date formats. If that fails, Holograph reverts to the datetime
package and tries the strptime function. For this function to work correctly, the application
first converts the format string to something that is usable by strptime. Specifitally
converts regular elements like days (dd) and months (MM), etc. to their equivalent in
Python (in this example, (%d and %m).

Finally, before returning the array with the information, it sorts the objects using its
startTime property in an ascending erdThis is done to aid with the variant extraction.

For getting the variants out of the event log, all of the events are first classified
according to the caselproperty With this information, Holograph determines if the case
is part of an existing vaant, or if the creation of a new one is needed. Every time a variant
is created, the associated activities to it are stored in a String array, while the case, which
is an array of events, is stored in an array with all of the other cases.

In order to gethe variants, the application first get the cases by ID through the
get_grouped_cases method. The events that form a case are all grouped in a list, and they
are all saved in another list. Finally, the cases are sorted by the start date of their events in
order to provide them in chronological order. This method is not only used for inner
procedures of the general_mining class, but also as a part of the calculation of results for
group mining.

The result of both of these sections are Python objects, aittiee form of arrays
or custom classes. Although they could be extended to be accessed on their own and
generate a JSON representation of the results, this was not part of the scope of the
application. For now, then, these methods can only be used amsdetéeom within the
rest of the Python code and they cannot be accessed through any APl endpoint.

4.3.4 Results
As previously mentioned, the results section is divided sta@lifferent analysg: active
time, flow, trace, individual, groupy activity, and goup by resourceThe endpoints for
accessing each of the analysis are as follows:

Analysis Endpoints

Active time /activetime
Flows /flows
Traces /traces

Individual /individual

Group by activity /group-activity
Group by resource /groupresource

Ead analysis has been developed under its own file, and they all require as input
parameters the arguments sent from the femat (discussed in the previous subsection),
and the filename. In order to avoid mentionihfpr every result, it is important toote
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that all results are converted to a JSON through the JISONPickle package at the end of the
processing.

Out of the different analysis supported by Holograph, active time is the most
elementary one. It gets the active time array generated in generalgmynand gets all
the distinct activities in the event log. It loops through all activities and it gets all of the
events that involve that specific activity. The active time is added on a per resource basis
thanks to the creation of an ActivityResourbgeat for each pair of activities and resources
that execute them.

In the case of the flow analysis, the variants generated by general_mining.py are
first retrieved. The application analyzes each event part of all the cases inside all variants.
The resoure is obtained for each event, and three parameters are extracted: time before,
time taken, and time after. For time before, all of the times from previous events are added.
Time taken takes the current activity and calculates its time. Finally, to ganthafter,
all the events from subsequent events are extracted and their times added.

This classification is done through the ResourceStatiEgs An array of them is
stored inan ActivityStatistic object, which stores all the activity informatiorr fall
resources. Finally, CaseStatistic stores an array of all ActivityStatistc instances within a
variant.

In order to facilitate the calculation, one of the limitations of this calculation is that,
for time before and time after, the application doescoasider the active time only, but
rather the whole time from the start of the process until the end of the previous activity (in
the case of time before), and from the beginning of the subsequent activity until the end of
the last activity (in the cas# time after). If more precise results need to be obtained, one
area of improvement would be to calculate the active time for each activity, and then add
their active times for the time before and after.

Trace mining is fairly straightforward as well. flike the previous analysis, the
variants are obtained from general_mining.py. All of the resources present in the variant
are obtained by analyzing the cases, and then for each resource, the following facts are
calculated:

Quickest
Slowest

Below average
Above average
Most involved

Least involved

A =A==

The exact ways of calculating this have been discussed previously. All of this information
is saved in the TraceResource object. The information for all resources inside a variant are
stored in a TraceVariant olge An array of these objects is the one that is converted to
JSON and returned as a result of the execution of this endpoint.

Individual mining is also a calculation that is not complex in nature. Before starting,
it also gets the variants from generainimg.py. Afterwards, it performs the same
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operations as flow mining, and gets the same results minus the JSON conversion. All of
the variants within the results are looped, and the Division object is introduced. This object
calculates the optimal way oivitding the activities in a variant in three. It is optimized to

get the highest amount of activities in the middle section. For example, if the variant has
five activities, the object will divide the log in activities of 1, 3, and 1. If the log has seven
activities, it will divide the activities in parts of 2, 3, and 2.

With this information, the statistics are sectioned into their own divisions and the
results are stored into a DivisionResults object. An array of these objects is return when
consulting tis endpoint.

Finally, group mining starts by getting the grouped cases from general_mining.
With this information, there are two different results the application can obtain: by activity
or by resource.

Since the group by activity gets all of the pair camabions of a specific activity,
this part of the application uses the CaseConnection class to store adidédo
connections. It loops through all the cases and gets the current event and the next event in
order to form a connection between its resourtfeakere is no existing connection, then
the application creates one. If there is, then the total time and the number of occurrences is
added to the total.

The resource analysis also loops through all the cases provided by
general_mining.py, but instead focusing on the relation between resources that perform
specific activities, it focuses on the interaction between a resource and other resources
regardless of the activities that they are developing together. For this, the PrimaryResource
and SecondaBesource classes are used. A PrimaryResource object contains one or more
SecondaryResource objects, which is the one that stores the information about the
interaction with the primary resource. Just as the CaseConnection class, information about
total timeand number of occurrences is also recorded.

Apart from the information sent when consulting the endpoint (such as the name of
the fields and the name of the file to be analyzed), currently there is no way of customizing
the results that Holograph Baélnd provides.

4.4 DEPLOYMENT
Since both tools aeveloped using fairly common tools (Angular and Python with Flask),
depl oy me apgroblensatcrerideavor. Both approaches have great support for being
deployed into Heroku with easét first, a dedicated viual machine on the University of
Tartuds network was consi der ed &écauseoftice depl o
experimentahature of Holograph, Heroku was considered enough for both parts of the
application.

Because the tool is not being udgdother parties at the moment, both parts are
deployedotHer okuds free tier, which includes the

1 Multiple deployment methods
1 Automated patching
1 Sleeps after 30 minutes of inactivity
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1 1000 free dyno hours per month (amount of hoursdyre can be active on a
calendar month

1 512 MB of RAM

1 One worker

The only limitation that impacts Holograph in a significant way isdleeping feature.
When a Heroku dyno is woken up from inactivity, it takes longer than naomespond.
Combined withHo | o g rlemipnih @proach on performance optimizations, the first
request to an inactive worker makes the bac#t respond slower than usual.

Both dynos in Heroku have been linked to the respective GitHub repositories, and
automatic deployments have benabled. This means that both applications are deployed
automatically into Heroku after their master branch in GitHub has been updated.

41



5 EVALUATION

In this section, a description of the evaluation method is presdittiscapplies to both the
proposed miaod and Holograph, the implementation done to validate the results.

5.1 EXPERIMENTAL CONTEXT
As stated in the first sectiom order to assess the effectiveness of the study, the following
research questions nextio be answered:

1 RQ1L. What are the currentetiods for analyzing resource impact on business
processes and what are their flaws?

1 RQ2. Given an event log, what kind of analysis needs to be done to it in order to
discover the impact of a resource in the execution of an event log?

1 RQS3. What improvemestdo the proposed method offer compared to the current
methods?

Since the result of this thesis is a new wagmdlyzingthe impact of resources in
the execution of business processes first question deals with the research of the current
alternativesn the market. By analyzing what has been proposed by researchers before, we
can evaluate newpportunities for improvement and address problems of the previous
researchers.

After proposinga solution that try to avoid the shortcomings of other toolslewhi
also providing an innovative way of comparing logs, dpproactas to be measured in
its usefulness to businesses. Is the result good enough to be used by companies that want
to address problems in their current processes? Can the results be wsafhlsnthat the
companies execute redesign plans based on the results pfophesal® What is the
confidence the tool gives so that decision making is influenced by this approach?

Finally, theapproacthas to be evaluated in its effectiveness with ugdris means
that they not only should be able to find better results through it, but théso
implementations should be built in a way that a useralmasasier time using it and be
quicker while operating it. The ideal tool would bring improvements ih thee results that
are output by it and in user experience.

5.2 EXPERIMENTAL DESIGN
In order to conduct experiments and iterate on the features that the approach and the tool
should have, there are two different dimensions that were considered. The fiist one
datasets, since they are needed in order to continuously test Holograph. By choosing good
datasets, not only we can obtain more information about what kind of situations Holograph
must be prepared for from a development standpoint, but also do amlinedrdation of
the tool and assess if the results that are being obtained are useful.

The second one is the actual evaluation done by people unrelated to the
development of the approach and the tool. This has been done through a questionnaire with
12 gquestions designed to extract information about the current state of Holograph, its
strengths and weaknesses compared to Disco, and possible paths of future development.

42



5.2.1 Datasets
The datasetsisedneededto have tracesvith a significant process that has resmes
heavily involved. Ideal datasets for the experiments wouldhbeones in which the
resources heavilgffect the outcome of the process. The minimum requireméontshe
dataset are:

i CaselD
1 Activity

1 Resource
i Start tme
1 Endtime

Especially importanare thelast two parameterdt is mandatory that alllatasetsused
should havea start and end timé his is essentiah order to calcula the active time.
Although itcouldalsobe supplied in other ways, such as having its own field in the dataset,
the implementation of Holograph does not support that arrangement.

For future implementations, the possibility of using a timestamp only instead of a
start and end time was also discussed previously. It was determined that the best way of
doing it would be a treat thetimestampof the previous task and tlome of the current
tasks as the time takemy the resource. However, it was also mentioned that results
woul dndét be as exact as having the explicit

In this casethe most prominent log used was gevided with the Minit tool in
their example project. This log has information about an invoice approval process, and
boasts 66074 entries of information across 297 different variants.

Other logs that were also usedairgh the development of Holograph were found
on public websites and online repositories that deal with Business Process Management.

Widely-recognized logs like the different annual versions of the BPI Challenge
were not able to be used because theydastart and end time column. Instead, they rely
on start and end time for their logging.
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Figure 16. Minit's event log
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